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MR WENER Well, welcone everyone. 1|'m

Matt hew Wener, the Vice Chair and Executive Director of
the Adm nistrative Conference of the United States.

Wel cone to the second panel of our Synposium on
Artificial Intelligence in Federal Agency Prograns,

whi ch the Adm nistrative Conference, or ACUS for short,
I S cosponsoring with the Georgetown University Law
Center of Technology -- excuse ne, Institute For
Technol ogy Law and Pol i cy.

Today's panel is on the relationship
between artificial intelligence and adm nistrative | aw
doctrines. W have an outstanding panel lined up this
af t ernoon, which our noderator will introduce in a
nmoment. Today's panel wll be -- is being recorded and
it wll be transcribed. The recording wll appear on
our Web site before not too long, along with the
transcript, and | hope everyone nmakes good use of the
transcri pt.

Wth that, let ne turn it over to David
VI adeck, who's not only a distinguished nmenber of the
Georgetown Law School faculty but also a Senior Fell ow
of ACUS and a | ongstanding and very good friend of our
agency. David?

MR. VLADECK: Well, thank you, Matt. On

behal f of the Adm nistrative Conference and Geor get own
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Law School's Institute For Technol ogy Law and Policy, |

want to wel cone everyone to today's discussion of the
| npact of the governnment's grow ng use of artificial
intelligence on our adm nistrative state. The

Adm ni strative Conference's comm ssioned report
governnent by algorithm artificial intelligence in
federal adm nistrative agency drives hone that the use
of Al tools raise fundanental questions about how
agencies wll performtheir vital functions.

The report gives a cl ear-eyed understandi ng
about both the benefits and chall enges caused by the
governnent's increasing use of Al. The report finds
that in many areas, Al tools are already substantially
I ncreasing the efficiency and quality of governnent
deci si onmaki ng and the delivery of services, but there
are still questions to be answered. And they include
the following: Algorithns are only as good as the data
they're trained on. They may fail to detect new
sophi sticated frauds, perhaps significant error rates.
So one question is, what are the inpacts of these
limtations?

Next, decisions nmade by algorithns are
opaque. There's an answer, but there's never really an
expl anation, but reason giving is at the heart of the

traditional notions of due process and fairness. Should
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agencies refrain fromusing Al in nmaking decisions

I nvol ving individual rights until decisions can be
adequately explained? Algorithnms need data. Mich of
the data these days that's being collected by governnent
I s personal data. Sone of this is bionetric data, can
be uni quely associated wth an individual.

We tried China by becoming a surveillance
state, what inpact will Al have on the United States?
Artificial intelligence tools such as border controlled
by Al machi nes and not the border patrol agents suggests
that Al may displace thousands of governnent enpl oyees.
s that an acceptable tradeoff? Al technology is often
hard to use and there's often a m smatch between the
expertise of existing agency staff and the need for a
t echnol ogy-proficient staff. |Is this a tenporary
problemor is this endem c?

And | ast but hardly least, the Al
t echnol ogy governnent enploys is often not governnent
generated or governnent owned. |[|ncreasingly, governnent
contractors are going to carry out core governnental
functions. What are the inplications of governnent by
contractor? So these issues and nore are the subject of
t oday' s di scussi on.

We are fortunate to have the forenost

t hought | eaders on this issue as our panelists. You
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wll first hear from Cary Coglianese who is the Edward

B. Shils, Professor of Law and Political Science at the
Uni versity of Pennsylvania. He is also the founding
director of the Penn Program on Regul ati on and he's al so
aut horing yet another report on Al for the

Adm ni strative Conference.

Next up is Professor Deirdre Milligan who
Is a professor at the School of Information at the
University of California at Berkeley. She's also
affiliated wwth Berkeley Centers on Long-Term
Cybersecurity and its Center For Technol ogy, Society and
Pol i cy.

Last, but hardly least is Arti Rai, who is
the Elvin R Latty Professor and Foundi ng D rector of
the Center for Innovation Policy At Duke Law. She al so
hol ds an appoi ntnent at the Duke-Margolis Center for
Heal th Poli cy.

So each of the panelists is going to take
about 5 mnutes to introduce topics that they are
particularly interested in working on, and then we'l|
open this up to sone questions. So Cary, you're first.

MR. COGLI ANESE: kay. Thank you very
much, David, and thank you to the Admi nistrative
Conference for hosting this session. | ama public

menber of the Adm nistrative Conference, and as David
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said, I'"'mworking on a report right now conm ssi oned by

the Chairman on Artificial Intelligence and its use by
governnent agencies. |'ll talk -- sone of ny remarks
certainly will nmake its way into the report and
certainly nmy report will be greatly inforned by the
coments that Deirdre and Arti share as well.

Let nme try to nmake four main points here at
the outset, just really points that | think are
fundanental to keep in mnd and provide a good
foundation for discussion about the use of artificial
intelligence tools. So the first point is just
definitional. Wat is it that we're tal king about here?

Al gorithns, sone people say, is what we're
tal king about, but we're really tal king about a very
smal | category of algorithns. And al gorithns have been
Wi th us since the dawn of humanity. Two plus two equal s
four is an algorithm My peach cobbler recipe is an
algorithm Section 553 of the Adm nistrative Procedure
Act is an algorithmfor how an agency creates a rule.
Statistical analysis, regression nodels and all of that,
those are al gorithns, too.

What at | east what |'mtal ki ng about when
I'"'mtal king about artificial intelligence is the use of
machine |l earning algorithnms. This is a particular type

of algorithmthat is very good at forecasting, nmaking
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predictions. And | think, |like with other kinds of

statistical tools that nake predictions, the point is to
try to identify sonething that's likely to happen in the
future or to give sone kind of probabilistic assessnent
of that event happeni ng.

Unli ke traditional statistical tools,
machi ne learning has, | think, two qualities that nake
this conversation inportant to have. One quality of a
machine learning algorithmis that it is autononous in
the type of variables that are selected and how -- and
then even sonetinmes the mat hematical rel ationships
between them It's not the variables that are sel ected,
the weights to be given to them the mathemati cal
rel ati onshi ps between them are autononously generated
by the algorithmitself, rather than specified by humans
I n advance as with a traditional regression nodel.

That automaticity, if you will, that
| earni ng nature is one reason why it's -- the nachi ne
| earning al gorithmhas a second quality in that it's
nore opaque. It's not as easily or intuitively obvious
how to explain the results that the al gorithm achi eves.
Unli ke with a regression nodel, where you could | ook at
statistical weights on each coefficient and describe how
much of the variation is explained by a particul ar

variable, that's not as easily acconplished with a
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machi ne | earni ng nodel .

Machi ne | earning typically also, | should
add, is really about correlation, not causation. And
that's another reason why it's hard to explain. |It's
not possible, usually, to be able to say; because of A,
B occurs with a machine | earning nodel. But these are
very highly accurate in many context, they're being used
alot inthe private sector, in the nedical fields and
I n many contexts have been shown to be nuch nore
effective and accurate in making these predictions. So
that's the first point, just sort of what we're tal king
about .

The second point that | think is fairly --
shoul d be fairly obvious is that the kind of concerns
that David and other -- you know, David outlined for us
at the introduction and that we'll tal k about here
today, are not distinctive or unique to machine
| earning. So again, other kinds of statistical or
anal ytic tools have errors in them Can they have
bi ases in themthat cone in through data? Yes, they
can. Can other statistical tools be used to support a
survei ll ance state, you know, raise privacy concerns?
Absol utely. WII there be other things that cause the
| oss of jobs for people in society? Sure. | nean,

nodern conputers have done that. There's a lot fewer
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typi sts enpl oyed by the governnent today than there was

50 years ago.

So that's really the second point is just
to say that we're not noving to a conpletely new world
with artificial intelligence. The problens that we're
going to talk about here today are problens that can
exi st and have existed with other types of statistical
tool s or nethods of decision making.

Third point is that there is really, |
think, nothing at its core about nachine | earning that
shoul d pose any insurnountable | egal obstacles to its
use by governnent officials, assumng they're acting in
a responsi bl e manner and careful about their devel opnent
of these tools in the sane way that they should be
careful about their deploynent and use of any other
tools. This is an argunent |'m happy to get into
further, but |I've made this in a couple of articles
recently; transparency and al gorithm c governance in the
Adm ni strative Law Review regul ating by robot in the
Georgetown Law Journal work that | did collaboratively
with David Lehr.

So |"mhappy to go into that, but | think
the basic idea here is that if you take any of the |egal
concerns that people have raised about artificial

intelligence, it is, | think, possible to justify its
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use with a careful work and anal ysi s.

For exanple, let nme just briefly say that
we're probably going to talk a | ot about explainability
and the obscurity of algorithns. The standards that we
have for transparency right now under due process or
arbitrary and capricious review are pragmati ¢ and not
absolute. And you can give an adequate reasons for why
a decision is made under a nachi ne | earni ng nodel, okay?
And |I''m happy to get into that further.

Fourth and final point that I want to nake
here at the outset is that when we are thinking about
the I egal issues and the policy issues about artificial
intelligence, we need to always keep in m nd; conpared
to what? Artificial intelligence conpared to what?
Vell, if | were to tell you, you know, that we're going
to have governnental decisions nade in a process that's
prone to error, fatigue, racial bias, delay,

I nconsi stency, you would probably say, if that's the
wor |l d that you want to advocate, we want to be very

cautious, we want to resist that kind of world. But
that actually is the world we have today with human

bei ngs and their decision nmaking.

So it is not as if the status quo is
perfect nor necessarily acceptable, especially today as

the nation realizes, even nore acutely than perhaps ever
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before in a nore w despread fashion, the probl ens of

system c racism the inplicit bias that human bei ngs can
have. |If we can -- if we can devel op technol ogi cal
tools that can overconme sone of the inherent biases and
errors and inconsistencies that exist in human deci sion
maki ng, | think we ought to be open to that, and again,
shoul d not necessarily think about artificial
intelligence tools or nachine [ earning algorithns as
sone kind of brave new world, but actually as an

opportunity when used well to inprove on the status quo.

Thank you.

MR. VLADECK: Thank you. Deirdre?

M5. MULLIGAN: Hi, thank you so nmuch for
having ne here today. | want to start just a little bit

nore broadly. So |I've been interested in the questions
of how technol ogy enbodi es policy and what that neans
for the nechani sns through which technol ogy is brought
I nto governnent processes in a |lot of different domains.
And to give a |ike non-nmachine | earning exanple, | was
part of a teamthat had a National Science Foundati on
grant for many years | ooking at the security, accuracy,
privacy and other sorts of inplications of the nove to
el ectronic voting systens.

And one of the things that cane up there is

that counties were procuring nmachines that really didn't
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nmeet public policy objectives. And to give a really

crystal -clear exanple, the early direct record

el ectronic voting systens basically coll apsed casting
and counting. And so normally, right, we think about
marking a ballot and then that ballot is logically

| ndependent of the system of counting, right, whether
It's individuals counting the ballots or it's a optical
scan system counting the ballot, we know we can audit

t he counting process because we have the fixed ballots
to go back to.

Because there was no concrete description
of what it neant to be a ballot, when the devel opers
desi gned these direct record electronic voting system
what woul d happen is it would render a ballot on a
screen, you would select your inputs, and it would
i ncrenentally add themto the counter, and then discard
the ballot, right. So if the purpose of having an audit
was to audit the counting process, the design of these
systens made it conpletely inpossible. So if you said
could we have a recount, they'd say, sure, let's put the
button and we'l|l get the sane answer, right.

And you could look at that as a real
failure of the technologist, or you could | ook at that
as a kind of failure at an institutional |level for us to

ki nd of thought through, what were the assunptions in a
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paper - based worl d and what were the new -- the way in

whi ch we needed to kind of think through the design
i nplications in this new electronic world so that we
woul d still have the sane | evel of kind of I|ogical

| ndependence between casting and counting that's
required for a nmeaningful audit, right.

And | just offer that as an exanpl e that,
whil e the questions around machi ne | earni ng nodel s and
the way in which they enbed policy, | think, are really
driving this conversation about how do we think about
adm nistrative | aw and technol ogy. There are a |ot of
ot her areas where we adopt technol ogy where they enbed
really profound policy choices that, | think, bypass
many of the nechanisns that we nornmally rely on for
scrutinizing themto nmake sure that they conply with or
enbody the policy choices that we need themto reflect.

So | cone to this conversation, at |least in
part, by the Loom s decision which I think many of you
are probably famliar with, it involved the use of a
risk recidivismtool. [|'mnot going to go through all
the details, but the case ends up being appealed to the
U S. Suprene Court. And the Solicitor General weighs in
on this case and basically says that the challenge to
the use of this conpass tool is not a suitable vehicle

for | ooking at the question of whether or not risk
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recidivismtools can basically be used -- be norned

differently for male and fenmal e of fenders, because it's
conpletely unclear fromthe record bel ow about how t he
conpass tool accounts for gender.

And for nme, you know, that neans this case
has gotten all the way up to the Suprene Court and
there's a lack of clarity in the record about how gender
I s being used, right. And the debate was about was it
actually an attribute that was being used in the nodel,
or were there different scal es being used for nen and
wonen, right, both of which raise interesting questions,
but the problemis like there was no clarity in the
record, right. And this is a tool that had been put in
use in the systemof justice, right. And to be that
rai ses such enornous questions about how we are
unboardi ng technol ogy into various processes, whether
they're in the courts or in other adm nistrative
agenci es.

And that m ght not have been so troubling
If you viewed it as an outlier, but then there was sone
addi ti onal work by Brauneis and Goodman in 2018 where
they | ooked at the way in which states and counties were
comng to use different sorts of algorithm c assessnent
tools. And they found that governnment sinply did not

have many records concerning the creation and
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| npl ementati on of algorithns, either because those

records were never generated, or because they were
generated by contractors and never provided to the
governnental clients.

And this nmeant there were no records that
nodel ed desi gn choi ces, data sel ection, factor
wei ghting, validation designs, and at a really -- at the
nost basic |l evel the governnents didn't even have a
record of what problens the nodels were supposed to
address and what the netrics of success were.

And | think when we read the ACUS report
nost recently, we see a simlar strain here where there
was a -- there's a finding that for nost governnent
applications, 61 percent, there was insufficient
publ i cl y-avail abl e techni cal docunentation to determ ne
wi th precision what nethods were enployed. |In sone
cases the agency description appears nore |ike marketing
| anguage or concerns of tools still under devel opnent.
In other cases agencies describe use of neural networks,
nat ural | anguage processing or facial recognition
t echnol ogi es, but do not provide enough technical
details to discern whether a use case is a sinpler or a
nore sophi sticated version thereof, right.

And so we see |ike a lack of information

about what tools are being used. Now, the ACUS report
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finds, | think, different variations of expertise in

different agencies, and it was really interesting to ne
In the Brauneis and Goodman work at the state and county
| evel they find that nost tools are bei ng outsourced.
And | think one of the really interesting findings in
the ACUS report is that many of these tools aren't being
devel oped in house. But simlarly, there's sone real
questions, | think, about the extent to which both
agenci es have the |l evel of expertise avail able to nake
good deci si ons about base nodel s.

And secondly, the extent to which things
that are really core policy issues, and | woul d say
t hi ngs, questions about how we operationalize target
val ues, the choice of nodel to use, thresholds, the
training data, where it is sourced from howit is
cl eaned, when it is updated, all of these issues require
both a profound | evel of expertise, but al so because
they are essential policy choices, we also need
techni ques to nake sure that they are visible both to
the public in ways that allow for public participation
about such choices, as well as for agency staff, because
one of the things that we know if we want to maintain
sone discretion in engagenent is figuring out how agency
staff understand the outputs of nobdels, understand the

reasoni ng of nodels, even if they can't understand the
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I nner workings of them are essential for themto kind

of align well w th agency nandates.

So | think an inportant part of this
gquestion is not |ike what are the problens, but really
where can we | ook for solutions. And what | want to
suggest is that | really, at this point, think that we
need to figure out a way to create nore centralized
communities of expertise within the governnent. The
rise during the Cbama Administration of the U S. Digital
Services and 18F, which provides kind of a skunkworks
effort that can be both devel opi ng resources and
gui dance docunents and nethods for sharing expertise
across agencies is very inportant, coupled with the use
of things |ike inpact assessnents, but | also want to
suggest prototypes and other things that allow the
public to understand sone of the policy choices that are
so knitted into the technical designs of these systens
are really essential for us to think about devel opi ng.
And | know ny tinme is up. So I'mgoing to sit down.

MR. VLADECK: Thank you so nuch. Arti,
you' re next.

M5. RAI: WlIl, thanks so nuch to ny fell ow
panelists and to the Adm nistrative Conference and to
Georgetown Law for inviting ne to this event and to

David for noderating. So | think that both Cary and
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Dei rdre have spoken el oquently and at a very acute way

about the ways in which database machine | earning nmay or
may not raise challenges that are different from other

t echnol ogi es, because as they've both pointed out, we've
had al gorithns forever, including secret algorithns,

I ncl udi ng sonewhat opaque al gorithns.

So Loom s, which involved an al gorithm was
not a machine learning algorithmas far as |'m aware.
Now, we don't know for sure, because it was secret, but
nost commentators believe it was not, repeat, not a
machine |l earning algorithm So these issues, in |lots of
ways, are not new.

| want to spend just a few m nutes
hi ghli ghti ng sone issues that do arise that are perhaps
alittle bit newer, even in relatively utilitarian
contexts, that don't inplicate individual rights and
bias to the sane extent that sonme of the context to
whi ch Deirdre was speaking, do inplicate such concerns
of rights and bias. And | think these issues are not
entirely new, but they have to do wth the fact that
dat abase nmachi ne | earni ng does involve such extrenely
hi gh | evel s of expertise. And in the context that |'m
going to focus on on the part of the private sector that
IS going to agencies to get various rents; the economc

termfor the types of things that the private sector
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seeks from agenci es.

So I"'mgoing to focus on the patent system
of which | amextrenely well versed in, but | think that
the context that |'mtal king about, the patent context,
Is not dissimlar fromother contexts where very highly
| earned, highly expert entities can seek a rents
I ncl udi ng by using machi ne | earning from agenci es.

So let ne, again, as | said, nention the
patent office as ny specific use case. And then -- but
first show the general principles of the patent use case
illustrates and then get into, dive a little bit into
the specific case which was, by the way, in the ACUS
report. And so if you want to read it in greater
detail, the ACUS report has a chapter that draws from ny
work on the patent office.

So | think the case study of the patent
office highlights two points that are generalizable in
commerci al context that involve sophisticated pl ayers.
First, and this is in keeping with what's al ready been
said, effective use of machine | earning by the public
sector will require real expertise, not necessarily
expertise to protect individual rights in all cases, but
actually expertise to deal with the expertise on the
other side that the agencies are faced with, because the

commerci al context has involved very sophisticated
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pl ayers on the other side. So that's one thing.

Then second, even in these cases that don't
i nvolve individual rights in the sanme way as sone of the
cases upon which Deirdre was focussed, the use of
machine learning wll raise opacity issues, multiple
opacity issues, that can be flags for what, at |east
sone woul d say, are due process problens. Now, we nmay
not necessarily, all of us may not necessarily think
that these are particularly salient due process
probl ens, but certainly lawers will raise themas due
process probl ens even when the entities that are being
af fected are, you know, |arge, sophisticated
cor por ati ons.

Al right. So let nme talk about that
opacity piece in particular, because | think that is a
little bit new And it's not that secrecy is new, it's
not that conplexity is new, but | do think that database
machi ne | earni ng conbined with secrecy raises the stakes
to an even greater level of opacity. So here I'll bring
in ny intellectual property background a little bit and
note that reverse engi neering database nmachi ne | earning
algorithnms is, for the nost part, a little bit harder
t han reverse engi neering ordinary al gorithnms.

And so as a consequence, if you can't

reverse engi neer very readily and you don't have access
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to any of the training data and the decision nmaking is

very conplex, that's going to create perhaps a slightly
greater level of opacity than we've seen in the past.

And that's where | think it's sort of the
conbination of all the different types of opacity. It's
the conplexity of opacity plus the secrecy of opacity,
nei t her of which individually was unique, but in
conbination, | think, that |evel of opacity becones a
little bit different fromwhat we've seen in the past.
So the synergy is what |'mreally interested in. And
this synergy really does cone out in the patent case
that | have focussed ny initial research, at |east, on.
So let's turn to this patent exam nation case study.

So the patent office faces a really
difficult challenge. It gets hundreds of thousands of
patent applications a year and it has a very small | abor
force to deal with those applications. And because it's
conpl etely funded by user fees, not very nmuch noney
ei ther, because users don't want to pay very nuch noney.
Al right. Unless you think, by the way, that bad
patents are an arcane issue that doesn't -- don't have
real -worl d social consequences, let ne just throw out
one statistic that relates to drug pricing and bad
pat ent s.

There's a recent study fromHealth Affairs
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just canme out in June 2020 that exam ned the extension

of patent term caused by questionable patents on just a
few drugs. And it found that patent term extension on
just five key drugs cost Medicaid prograns about half a
billion dollars from2010 to 2016. So questi onabl e
patents on just five drugs; half a billion dollars. And
that's just Medicaid which is a very snall part of total
heal th care spend.

So you know, these are real issues wth
real social welfare consequences where the conmerci al
states are extrenely high and we have extrenely
sophi sticated players on all sides, well, really on the
private sector side and then the public sector side has
to sort of strive to keep up, in other words, the public
exam ner core.

Ckay. So how does this work in terns of
trying to integrate machine [earning into what the
Patent O fice does. So there's pretty good evi dence.
And one of ny coll eagues at Duke, M chael Frakes is
responsi bl e for generating nost of it, quite frankly.
But poor quality patents are granted, because exam ners
just don't have the tinme to search for the prior
I nvention to determ ne whether the application covers
territory that is either not new or is obvious. So

that's where sone of these bad drug patents cone from
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for exanple, and he's got a recent paper on that as

wel | .

So machi ne |l earning could automatically
help find this prior invention to help with the tine
problem But it's going to be opaque, perhaps, what the
prior -- and howit finds the prior invention. And as a
consequence there are good patent attorneys who are
al ready very much in the node of telling the patent
office you can't have anything that's opaque, because
that's a due process violation, and we are going to be
very suspicious if you try to inplenent any of that.

And as a consequence, the Patent Ofice,
whi ch has been working on trying to inplenment machine
| earning i medi ately put out this statenment saying that,
oh, no, no black box for us, we're going to be
conpletely transparent. Well, of course being
conpletely transparent al so neans that you create
opportunities for gam ng by the very sophisticated
pl ayers on the other side.

So what's happened? Well, the Patent
Ofice was, to its credit, very much on top of the idea
that machine learning -- could you believe these things
call ed concept semantic tools could be used. And so
they canme up with this honegrown, so that Deirdre's

point is well taken that this was honegrown, it was
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actually pretty good. It was a |latent semantic anal ysis

tool called Sigma. Miltiple problens.

First, it wasn't as transparent as the
Patent O fice, the | awers who prosecute patents before
the Patent O fice, wanted. And that was probably for a
good reason, but nonethel ess, that was a problem
Second, the -- and this goes to expertise on the patent
exam nation core side. The algorithmwas difficult to
use even by the geeky people at the Patent O fice,
because those who were geeky but not in conputer science
didn't -- couldn't use it well. So the biochem sts of
the world weren't able to use it well.

So multiple problens, and as a consequence,
their homegrown algorithm good as it was, didn't really
get off the ground. So then they have to try to
contract wth the private sector and then the private
sector then adds the |layer of trade secrecy on top of
conplexity and opacity caused just by a conplexity. And
they couldn't end up contracting with the private sector
contractor that was willing to give away all its trade
secrets essentially. And as we've just discussed, the
Patent O fice had announced that it wasn't going to take
anything that had trade secrecy protection, because
that's not what the patent |lawers -- or they weren't

going to allow the Patent O fice to do that.
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So the Patent Office found itself in a box,

and | think this is a real problemfor these

sophi sticated conmmercial contexts where the public
sector is just racing to keep up wth what the privacy
sector is | eaps and bounds ahead in doing, including for
pur poses of gam ng the system And so that is ny

I ntervention for my 5 mnutes. Thank you very nuch.

MR WENER Ckay. So this is a nightmare
for the noderator, because there's a consensus about too
many things. There's a consensus that the status quo
isn't great and that nmachine | earning algorithns can
hel p. | think there's a consensus that there's an
expertise issue in governnent; that existing staffing
may not have the expertise to actually use these tools
to their best advantage. And third, there's an opacity
| ssue. You know, you can't interrogate a machi ne
| earning algorithm vyou just can't. They won't talk,
and you can't nake themtal k.

So |l think what I'd like to get coment on
and we'll do 3-mnute rounds this tine, and we'll start
wth Arti because she was so patient the last tine
around. \What i npact does that have on how gover nnent
audit will follow? Do we need to have as sone,

I ncl uding Deirdre, have suggested, sort of a commbn core

of people who are expert who can then sort of help out?
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Do we need to have enbedded expertise in every agency?

Sort of how do we deal with that and how do we deal with
the opacity problen? Because again, nmachine |earning

al gorithns may be very expert in forecasting or naking
predi ctions, but they also, you know, they may be wong
or they may not be accurate at tines. So Arti, you go
first.

M5. RAI: Geat. So |I'mglad you brought
up Deirdre's point about expertise, concentrating
expertise or at |east having core expertise resources.
And | think that idea is a very good one. It seens to
me that having both centralized expertise and nore
agency-specific expertise would be useful. O course,
that's expensive and that's part of the problem --

MR VLADECK: Right.

M5. RAI: ~-- that, you know, all of this
woul d be very expensive to generate, because as would
be, | think, as obvious to many peopl e, individuals who
have this expertise are highly sought after in the
private sector. They can earn maybe 10X what they coul d
earn in the public sector in the private sector. And so
this is a very -- and |'ve seen personally and engagi ng
W th various agencies situations where the person with
whom | was engaging left for a nuch higher-paying job in

the private sector. And so it's, you know, dispiriting.
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| do wonder whether there's a possibility

of doing sonething that's a little bit just outside the
public sector, sonme sort of third-party certification
nodel, at |east for certain machine | earning areas. So
this comes to ne because of sonme work |'ve been doing in
t he heal thcare space where the physicians and ot her
heal t hcare providers are thinking about how to set up
third-party certification organizations at |east for
sone types of machine | earning systens so that every
hospital doesn't have to have that |evel of expertise.
And | wonder if that could happen in a way that woul d be
useful for governnent agencies as well.

As for the opacity issue, so yes, | think
opacity a really unique issue in terns for all the
reasons of secrecy plus conplexity that | noted. |
think it's a trickier issue when you're tal king about
sophi sticated commerci al players though than when you're
tal ki ng about individual rights, because a full
transparency with sophisticated commercial players gives
t hem opportunities to gane the system and that, | do
worry about. And that is where | wonder if, you know,
the fact that you have to contract out for trade secret
protected stuff is a good cover for -- at least in
certain contexts -- basically being able to hide that

algorithmfromthose who mght use it to gane the
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system

MR. VLADECK: Thanks. Deirdre?

M5. MULLIGAN:. So | wanted to junp in, |
guess, first on -- there's another piece in the ACUS

report and they say that no agency exam ned in the
report had established systematic protocols for
assessing the potential for an Al tool to encode bi as.
And to nme, one thing that centralized expertise could
provide is sonme background know edge about different
ways to think about bias and different ways to think
about its relationship to fairness, right.

So we know fairness can nean |ots of
things, right, there's the dignitary interest, there's
you know, different ways of thinking about fairness at a
| egal level, right. Wen we get into howto translate
that into the design of a technical system we get into
all these tricky issues about how fairness is neasured.
Is it by group |evel, denographic parody, equal positive
predi ctive val ues, equal negative predictive val ues,
yada, yada, yada, yada, right. It goes on and on and
on. And right now, like |I'mnot particularly surprised
that no agency had established systematic protocols for
assessi ng.

My guess is that no agency has yet

established systematic ways to think through howto
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consider kind of biases that are in the data, in the

nodel selection, in the selection of target vari abl es.
And so it's not just howto neasure it and audit it over
time, but it's even |like what to aimfor and how to
build towards that goal. And so to ne, | can't inmagine
a world in which every single agency is going to be
expected to do all of that detailed work on their own

w t hout sonme scaffolding at a central |evel.

Now, the one other thing | want to say

about expertise though is a | ot of the conversation
tends to be, oh, we need data scientists, we need
machi ne | earni ng experts, we need people who do neural
networks. And | would suggest that | think a lot of the
rel evant expertise is actually bridge players. So
peopl e who understand statistics and understand enough
about machi ne | earni ng and under stand enough about the
| aw that they often tend to be these hybrid players.
And for themto facilitate good reason deci si on nmaking
about the use of machine |earning, they need what are
called, and what we like to call, boundary objects to
bri ng other people along in the conversation.

So if we want to have a conversation about
bias and its relationship to fairness, we need ways to
tease out, are we tal king about the bias enbedded in the

system or enbedded in the overall systemof justice and
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how it relates to that? Are we | ooking to root out

particular forns of bias in the data? How can we do
that? Wat sorts of techniques do we have? So | just
want to like slightly problematize the kind of expertise
in that | think it's not just about nachine | earning
experts. It's about kind of which teans that can do a

| ot of boundary spanning and provi de neani ngful advice
to ot her governnment agenci es.

And then the second question that you asked
about, opacity. | think Arti's absolutely right that |
think Iike we m ght have different tol erances for
different | evels of opacity in different domains and in
different areas, dependi ng upon whether or not we're
tal ki ng about the depl oynent of enforcenent or the
al l ocation of benefits and the extent to which the use
of the tool constrains agency discretion.

And | think when we're tal king about
sonething that's used to surface patterns that can
I nf orm deci si ons about enforcenent priorities that's
used in a decision assistance manner, right, that's very
different than, for exanple, if you have a tool that is
ki nd of being used in a nore fornul ated way and where
there are real costs to agency personnel for deviating
fromthe output of a technical outcone.

MR. VLADECK: Thank you. Cary?
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MR COGLI ANESE: Well, Arti and Deirdre

have laid out a lot of great points as | will try not to
repeat those. | would just want to nake -- | guess say
three things. First, on the expertise issue. |It's nuch
bi gger than just the need for expertise to use nmachi ne
| earning and we have, | think, a denigration of
expertise in our larger culture today and certainly in
certain levels and parts of the governnent as well. And
so we need to think about expertise nore broadly.

We need to think about it nore broadly, |
t hi nk, al so not just because governnent m ght want to
use artificial intelligence tools, but because the
private sector is using them And in an article | wote
call ed optim zing governnent for an optimzing world, or
"Optimzing Regulation for an Optim zi ng Econony”, we
have increasingly private sector actors who are using
t hese tools, and governnent is called upon to think
about how to regul ate and oversee those private sector
uses. So the governnment needs to get that expertise in
house whether it's using the tools or just overseeing
private sector harns that m ght cone about fromthese
t ool s.

Second point is that the type of oversight,
the type of public engagenent, all of the best practices

that | think Deirdre has outlined very nicely, | think

TSG Reporting - Wrl dwi de 877-702-9580




*Not Reviewed for Errors*

© 00 N oo o b~ w NPk

N N N N N N - = (o = - = = . - =
(62 S w N (o o (o] 00} ~ » ol BN w N - o

Page 32
those are going to vary, though, depending upon the type

of use. And this may be just restating it in alittle
bit different way sonething that Deirdre was just
saying, but we mght care a little bit nore about having
robust transparency and public participation for systens
that really make a tangible difference and actually
override human deci sion nmaking in areas of great
consequence to peopl e.

But maybe we don't need all of that if the
Nat i onal Weat her Service, as it does, is using nmachine
| earning tools for weather forecasting, or the Postal
Service which was actually one of the first parts of the
Federal Governnent to use nmachine learning, is using it
to read handwiting on envel opes and deliver nmail. You
know, these nore banal uses maybe even today with the
FDA, perhaps relying on machine |earning tools to scour
the 30,000 papers that have been witten so far just
since January 1 in the scientific literature on
COVID- 19, for exanple. These are inportant uses, but
they're tools for finding things and hel pi ng humans neke
deci sions and that nmay be different than actually
substituting for human deci si ons.

Third point. Third point here is just with
respect to the obscurity and particularly the issue

about private contractors who are doing a lot of this
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work. | just think we need to be nore thoughtful about

gover nnment procurenent when engagi ng private contractors
and maki ng sure that legitimate trade secrets can be
protected. | don't think that the source code needs to
be disclosed to withstand procedural due process or
arbitrary and capricious review.

But do you need to be able -- does the
governnment need to be able to disclose the outcone
vari ables that are being used? Does it need to disclose
the objective function that the algorithmis designed to
optimze for? Sure. Those things -- but neither of
t hose things should be -- we should worry about trade
secrets about. Even with validation runs and the |ike,
| think, can be insisted on in the procurenent process
when governnent is relying on private consultants to
make sure that that's disclosable down the road to be
able to withstand any concerns about adequate
t ransparency.

MR. VLADECK: Well, thank you. Because
that's the bridge to the next set of questions that |
want to ask. So Arti recounted an effort by the Patent
Ofice to develop its own nmachine learning algorithmc
tool and ultimately had to resort to the private sector.

Do we worry about governnent increasingly

relying on tools that are not generated by governnent?
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Just take one exanple which is drawn fromthe ACUS

report. You know, the CBP, the border folks are trying
to use face recognition to substitute for boarding
passes. And they've contracted with a nunber of outside
organi zati ons and, you know, not surprisingly, because
face recognition technology is not perfect, there have
been all sorts of problens.

And but one of the ironies here, and this
Is sort of driven hone in the ACUS report, was CBP
wasn't able to explain any of the problens that it was
faci ng, because nost of the sort of intellectual
property there was bought and used to sone extent by
third-party contractors. And so the question is, what
do we do about that? |Is that okay? |Is normatively, is
It okay for governnent to essentially outsource core
governnental functions? W've done it in other spheres,
| nmean, we have private prisons that now, you know, hold
| ots of federal inmates. But here, when we're nmaking
t hese kinds of choices, is it okay to rely on outsourced
governnent contracting. And Cary, you go first on this
one and we'll go back around.

MR. COGLI ANESE: Again, | don't see that
there's anything necessarily different here than in any
ot her context except for the fact that, at the end of

t he day, you have to keep in mnd that the output of a
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machi ne | earning nodel wll not be a set of coefficients

that can allow the governnent, very intuitively and
easily, to explain why a forecast was nade or what
proportion of a variance is explained by particul ar
variables. That's just not the way machi ne | earning
wor Ks.

But can the governnent, even if they're
relying on a private contractor to disclose what | think
are the essential elenments to wthstand due process,
describe the system howis it structured, what is its
goal s, what are the data that are being used, what were
the validation tests that were done, what were the
results of those validation tests, can we show t hat
there's sone, you know, increase in accuracy?

Under Mathews v. Eldridge that's one of the
three factors in the balancing test that the Court uses
for procedural due process in particular. And nmachine
| earni ng, generally speaki ng, when designed well has the
potential to really inprove accuracy and reduce errors.
That doesn't nean it will elimnate errors, and the
errors that machine | earning and al gorithns nmake w ||
often be ones that humans woul d not nmake, and naybe we
can't even understand why they were nmade, but if we can
get fewer errors, you know, you just need to be able to

make sure at the end of the day that you contract in
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such a way that the governnent will be able to have

access to those essential elenents to denonstrate what
it did, why it was designed the way it did.

The ineffable sort of black box nature of
machi ne | earning, you know, is not sonething that |
think current |aw requires governnment to sonehow be abl e
to address. | nean, | think of nmachine |earning tools
as just tools. And just as, you know, it's sufficient
for governnment to be able to explain if it's using a
thernmoneter if this thernoneter has been validated to
read certain tenperatures accurately and not necessarily
provi de sone kind of, you know, phenonenal | ogical
expl anation of why nercury does what it does or why the
physi cs underlying the thernoneter. |It's atool, it's
been designed for a certain purpose, it's been
val idated, it works well.

And if you could think about that as the
way of explaining what a machine | earning al gorithm
does, | think we're basically going to be fine. Just
make sure that when you go through the procurenent
process with third parties, firns, that you are going to
be able to have enough information at the end of the day
to denonstrate that. And | don't think that requires
t hem gi ving up the precise, you know, innovations that

they have for the particular kind of machine | earning
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al gorithm because there's lots of different types of
machi ne |l earning algorithns. They don't have to
di scl ose that, but just give us enough about how this
thing i s working.

MR. VLADECK: So Deirdre, Cary used the
magi ¢ word "procurenent”. Do you want to talk a little

about that as you respond nore generally?

M5. MULLI GAN:  Sure. First, | want
to respond, like I think the use of the exanple of a
thernoneter is just |like really m sleading, right.
Thernoneters, we have a whol e set of standards, we
understand what we're trying to neasure, we understand
not just that there's testing and validation and we do a
whol e bunch of different things to nake sure that they
are doing the task that we want and actually doing it in
the right way.

And these machine |earning tools, we need
to be concerned, not just that they're giving the right
answer, but that they're giving the right answer for the
right reasons, right, if we're thinking about using them
for making inportant decisions. And as we've been
di scussi ng, you know, what nachi ne | earning does
typically, it's used not to learn fromdetail ed deci sion
trees that experts put out and say, here's how we

reason. Wiat it is used to do is to try to | ook at past
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deci sions by agency or other experts and to, fromthat,

develop its own logic that it uses, right.

So it is displacing logic in sone way, it's
comng up wwth its own reasoning. And as we know,
because machi nes are good as detecting patterns that we
don't see, it's often not intuitive to us and it often,
you know, like all the classic exanples of identifying
the snow rather than the wolf, right, like we knowit's
actually reasoning wongly. And that, you know, the
known unknowns | think here, we know that it is
reasoni ng based on things that we woul dn't reason on.
And those can be super dangerous. And so | think it's
really inportant to keep that in mnd here.

So | think that the sane way we think about
| i ke security, right, we understand we're not going to
be able to |like root out security, but what we want to
do is locate it in places where we can best nanage it.
And | think when we're thinking about sonething |ike
bias and a | ot of the issues that cone up in
relationship to facial recognition systens are concerned
about different performance on different segnents of the
popul ations, different distributions of false positives
and fal se negatives and what that m ght nean in practice
for the popul ation.

| think there's a broader set of questions
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that | actually think are nore inportant about whether

or not using surveillance technol ogies given the racism
and other issues in our crimnal justice and policing
system general ly poses particular kinds of systemc
ri sks that suggest that we shouldn't be using those
kinds of tools at all in the current environnment, but
ki nd of cabining those off and just talking about kind
of a performance of these algorithns.

| think questions that we need to ask is,
who do we think is going to be nore attentive to the
| ssues of over and under inclusion in training data,
who's going to be in the best position to understand and
to do the testing and validation to understand different
performance on different populations? And what |evel of
transparency do we want around both the standards being
set both for the data and for the technol ogy and for the
audits of that technol ogy?

And so | think as in, you know, Jody
Freeman's fanous, "The Private Role in Public
Gover nance", yes, right, there's -- there are different
ways to structure private and public rel ationships
around i nportant governnental functions, but | think
here we really need to be attentive because of the | evel
of opacity, as Arti described, that's not just at the

trade secrecy level but at the technical |evel itself.
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And | think that like the |ast issue is

kind of the brain drain fromgovernnent. And we see a
data drain fromgovernnent, and | think that's very
problematic. | was on the Qakland Privacy Advisory
Comm ssion for a while here in Qakland and we have a
surveil |l ance ordi nance that we were applying to

di fferent kinds of technol ogies. And one of the things
that seens to becone the normis that private sector
cones in, says we'll do this function for you, we're
going to suck up all the public data and then we're just
going to give you reports, right. And that neans that
governnents aren't even able to assess whether or not
sonething is performng well, because they don't end up
wth the raw data to do their own validation, right.

So | think we also need to be concerned
about ki nd of how expertise and how raw assets end up
being redistributed in these public/private
arrangenent s.

MR. VLADECK: Thank you. Arti, you want to
wei gh in?

M5. RAI: Yes. So I'mgoing to weigh in
with ny intellectual property hat on, because |'ve been
doing a lot of research recently into what sorts of
things private sector firnms consider their core trade

secrets and what can be disclosed either fully publicly
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or to trusted parties, quote/unquote, which m ght

I ncl ude the governnent agency but not necessarily the
whol e public.

So you know, one thing that is relevant, |
think, to this discussion is that summaries of training
data, denographic characteristics, you know, how it was
collected, all of those procedural issues surrounding
training data, | have not heard anyone say from any of
nmy private sector interviews that that is sonmething they
consider a trade secret. So summaries of training data,
they get into sone relative detail about denographics
and the |ike.

And also -- and this gets a little nore
tricky wwth respect to |abeling, you have to | abel the
data in order for it to be good training data. Labeling
is alittle nore tricky, but you can -- you know, that
can be publicly disclosed to sone extent. So | think
that mtigates sone of the concerns that one m ght have
i n these contexts where individual rights and bias are
really very salient, which | do think is areally
| nportant context even though, for the nost part, you
know, | had not been tal ki ng about those context.

So | think that's one way to do it with
respect to training data, because the training data does

seemto consider, you know, the secret sauce or the real
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gold for these private sector firnms. One can tal k about

training data without reviewing the training data even
perhaps to the governnent agency, although ideally, |

t hi nk a governnent agency should be trusted enough with
the training data that they should be able to get the
trai ni ng dat a.

They may not have the expertise to know
what to do with it exactly, but at |east given that
their FO A exenptions and all the rest of it, | don't
see why a governnent agency can't get the training data,
or even the source codes so long as it's exenpt from
FOA But fully public information can be nade
avai | abl e regardi ng sunmari es.

And then everything that Cary said with
respect to the reasoning of the nodel, it seens to ne,
nobody with whom | have spoken in the private sector has
disagreed with the idea that the key factors, confidence
Intervals with respect to predictions, that sort of
thing, that's all really good best practices.

And then finally, last but not |east, in
terns of validation, sone of the bias and other concerns
about which we are rightly focused -- on which we are
rightly focused, can be addressed by making sure that
your nodel is tested -- well, is created on really

di verse popul ations and all the rest of it, but then
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al so tested on a totally separate data set fromthe data

set fromwhich the training data was devised, so you get
performance neasures before it's even put out into the
wldonatotally independent data sets. Again, that's
all expensive, but it's not trade secret, it

shoul dn't -- none of that should be trade secret.

MR. VLADECK: kay. So we have a question
fromthe audience that 1'd like to read to each of you.
And Arti, you get the first crack at this.

The question is this: |IT systens in use in
gover nnment agencies tend to be entrenched -- becone
entrenched and obsolete. Gven Iimted Al experience
and the high cost of labor, howis this tendency not to
becone exacerbated for Al systens?

And when | was in governnent we were using
the conmputer systemthat, you know, | think there were
still Kaypro conputers around. So you know, any
t hought s about that question, which | think is a serious
guestion?

M5. RAI: Yeah, | conpletely agree. \Wen I
was at the Patent O fice we were still, believe it or
not, there were faxes being used which --

MR VLADECK: Ch, yeabh.

M5. RAI: -- faxes still existed. So yeah,

so the -- | think this is a really serious issue which
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is why | do think that the private sector has to be

i nvolved. | don't see how this can be a conpletely
homegrown effort at the end of the day. | nean, at the

PTO, as |I've said, they did cone up with a pretty good
homegrown effort but it wasn't user friendly. And so it
does seemto ne that the private sector has to be

I nvol ved whi ch invol ves noney, which invol ves these
careful, you know, safeguards to nake sure that what the
private sector is giving you has been properly validated
and so forth. So yeah, |I think it's a real problem and
a real concern.

MR. COGLIANESE: If | could junp in?

MR. VLADECK: Sure.

MR, COGLI ANESE: The Gover nnent
Accountability O fice, you know, a few years ago did a
study and | guess sonething on the order of 75 percent
of all IT spending in the Federal Governnent goes to
| egacy systens. So you know, we are pouring a |ot of
noney into really antiquated technology. So it's not
just the expertise, the human capital that we need in
governnent but al so the actual hardware systens, and
"Il add to that, the data. W have a |ot of data, but
it's often not organized, there aren't ways of I|inking
up to separate data sets.

So there's sone work to be done if
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governnment is going to take a |l ead in devel opi ng these

systens. And | agree with Arti that, at least in the
world we're in today, | nean, if we don't make those

| nprovenents in the infrastructure, the IT

i nfrastructure and the expertise, governnment will have
to be relying a fair anount on the private sector for

help with this.

MR. VLADECK: Deirdre?

M5. MIULLIGAN: | don't know that | have
much to add. | do think that it is interesting to |ook
at the way USDS and 18F, for exanple, their
heal t hcare. gov, 18F, USDS cone in and provi de sone
different kinds of expertise and really change outcones
as far as usability and systemdesign. And | think that
the positioning of expertise and what we need to bring
I n house and what we can outsource and the positioning
of the technology itself, right, what we can rely on, in
the private sector and what agencies need to bring in
house is really going to be donmain and probl em specific.

And so | don't think we're going to have
one size fits all here, but | think there's a constant
ki nd of denigration of governnent capacity. And | think
maki ng governnent an interesting place where one gets to
sol ve the nost inportant problens facing the world can

be a really conpelling thing for people who, right now,
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are trying to figure out howto get you to click on

(inaudible). And I think that bringing experts often
brings new technol ogy, |ike the experts are the people
who design it.

And so | think that there is a real desire
roamng in the relevant technical communities to sol ve
| nportant problens. And if we can bring nore of those
people into governnent in different ways, whether it's
on tours of duty or if it's in specialized skunkworky
ki nd of ways or on agency staff or on expert advisory
commttees, | think we can bring sone technology with
it. And so you know, | think there won't be a one-size
solution and |I'moptimstic about the governnent.

MR. VLADECK: So we have about 8 m nutes
left. What I'd like you to do in the last quick round
here is sort of tal k about how governnment is going to be
able to attract and retain people of this kind of
sophi sti cated know edge.

When | was at the Federal Trade Conmi ssion
when | started in 2009, there was not a single
technol ogi st on staff, retention is very difficult.

Arti pointed this out earlier, what are we -- you know,
do we concentrate our expertise in OTA or sonething |ike
that, or do we diffuse it anong the agencies? If we're

going to take advantage of Al, how can governnent best
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do this? And you know, in answering it, is outsourcing

really the only answer?

Your patent exanple, | think, is a
cautionary tale. The agency tried -- the office tried
to develop its own algorithm and ended up having to
abandon it. So Cary, let's start wwth you. Each of you
have about 3 m nutes because we have to wind up at 3:15.

MR, COGLI ANESE: Well, | think there's not
really a, you know, going to be sonething that these
tools inherently by thenselves are plug and play in
different context. So | do think that agencies need to
devel op their own i nhouse expertise about how to use
these tools for the type of problens that they confront.
And sone agencies are doing that. The Securities and
Exchange Conm ssion, for exanple, has devel oped an
I nhouse staff focusing on machine learning tools to
identify -- help identify fraud on the market. So
that's an exanpl e.

How do we get there? | nean, | think that
we have a need for people in governnment who do a | ot of
types of analysis and not just use machi ne | earning
tools. And we always have to think about inspiring our
younger people, you know, to the ideals of public
service and to the real value that people in governnent

can provide and the challenges, quite frankly, too. |
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nmean, | think in sonme respects if | had to | eave the

audi ence wth anything is to say that | think the
techni cal issues here are in sone sense al nost the
easi est ones.

When it comes to governnent and gover nnent
usi ng machine | earning tools, the value choices and the
policy issues are sone of the really tough nuts that we
have to crack. You know, inevitably there will be
tradeoffs between things |ike accuracy and fairness, or
even wthin particular context tradeoffs between
achi eving one goal and not harm ng people in another
way. And how we actually nake those choices are policy
normati ve ones where we need -- we need at the end of
t he day, not just technol ogy, but we need people. W
need good people in governnment who can interface wth,
interact with people in society overall and hel p us make
those policy choices in a way that will nake these
systens be viewed as legitimte and not just as sonehow
technical ly accurate.

MR. VLADECK: kay, thank you. Deirdre?

M5. MJULLI GAN: So David, you know this and
Cary and Arti and others may know. You know there is a
novenent right nowto try to devel op career paths and
prof essional identity for students with a certain |evel

of technical expertise in a stemfield, but also wth an

TSG Reporting - Wrl dwi de 877-702-9580




*Not Reviewed for Errors*

© 00 N oo o b~ w NPk

I N S N A\ S \C R \C R et ol e T e T e B o B o T o B o B
a A W N B O © 00 N OO 0 M~ W N B+ O

. . . . . . . Page 49
i nterdisciplinary orientation. So sone understandi ng of

a particul ar social context, particular discipline along
with kind of ethical and | egal conpetence to create a
public interest technology field, simlar to the way we
devel oped a public interest law field.

And | don't think there's a reasonable
expectation that the financial rewards of working in
governnent are ever going to be the sane as those
working in the public sector, and | think all of us on
the call right nowrealize this. And | don't think that
should be the goal. | think that there are |ots of
reasons to want to work in the governnent on these sorts
of problens in hel ping technical people see thensel ves
as problem solvers of |arge social problens in teans or
as part of, you know, a social justice novenent, part of
a good governnment novenent that we need them and we need
to partner with themand that we want to partner wth
them and we're nmaki ng space at the table for them are
really inportant signals.

And so | think it's hopeful that there's a
set of universities around the country that are trying
to hel p technical people view thenselves in public
service, view thenselves in social justice. And I think
that that can have a real -- just setting the right tone

and devel opi ng the career pathways can hel p address sone
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of the |ax that we see in governnent today.

MR, VLADECK: Arti, you get the |ast word.

M5. RAI: Ch, great. | do want to end on a
nore optimstic note, because | think |I've been sonewhat
pessimstic through a lot of nmy talk here. So I do
agree wwth Cary and Deirdre that there are, | think,
there's a significant cadre of people com ng up through
the ranks who are notivated by the desire to inprove the
functioning of governnment. And it seens to ne that one
way to harness that energy perhaps, perhaps, would be to
have sonething simlar to what we've established in sone
agenci es through offices like the Ofice of the Chief
Economi st.

So those are offices where you can go in
and head up the office for a couple years and then go
back to wherever you cane from so you don't have to be
a pernmanent, you know, resident of Washington, D.C for
the rest of your life. You can cone in and out. And
t hat has been a nodel that's been used wth
technol ogi sts as well, although perhaps not as robustly
as they could. And it seens to ne that that sort of
nodel would work very well for technol ogists as well.
And it was -- it has been used, as Deirdre has pointed
out, to sone extent, but perhaps even nore so within

each agency woul d be sonet hing worth consi dering novi ng
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f orwar d.

MR. VLADECK: Well, the FTC has a chi ef
technol ogy officer. W brought in Ed Felten early
on ---

M. RAI: Right.

MR. VLADECK: -- and it really transforned

t he agency, so maybe that's one tool that we mght try
to use nore uniformy. Al ways have a chief technol ogy
officer. Wll, thank you all. You' ve been terrific. |
woul d appl aud you, but no one I think can hear. But

great job and we've ended on tine and so thanks so nuch.

&

MULLI GAN:  Thank you, Davi d.
COGLI ANESE: Thank you, David.
RAI :  Thank you.

VLADECK: Thank you, guys.

23D 3

COGLI ANESE: Thank you Ceor get own and
ACUS.

M5. RAI: Yes, indeed.

MR. VLADECK: And Matt.

M5. RAI: And Matt.

(End of audio file)
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