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MR WENER Well, good afternoon. [|I'm

Matt Wener, the Vice Chair and Executive Director of
Adm ni strative Conference of the United States. And I'd
like to welcone you to this panel. This is the third
panel of our synposiumon Artificial Intelligence in
Federal Agencies, sponsored by the Adm nistrative
Conference, or ACUS for short, and the Institute for
Technol ogy Law and Policy at Georgetown Law School .
Today's panel is on bias and artificial
intelligence. As far as |I'mconcerned, there's no nore
i nportant topic in the artificial intelligence area than
bias. And we have an outstandi ng panel to address the
topic this afternoon. |'mespecially pleased that our
panel is being noderated by Chai Feldblum There's no
one nore qualified to noderate the panel. And you'l
note on her -- in our programmaterials that it lists
her many affiliations, which includes now as a partner
at Morgan Lewis. And before that she was a Conmi ssi oner
at the EECC for nine years. And before that, a very
di stingui shed | aw professor at Georgetown Law School .
And she al so happens to be a nenber of the
Adm ni strative Conference of the United States. And we
are very, very happy to have her as a nenber and she's a
very good friend to the Conference. And having said

that, let ne turn it over to you, Chai, for what | think
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wi || be an outstanding and interesting discussion.

M5. FELDBLUM Great, thank you, Matt. And
| thought you were going to start wth; anong the
various things she's a public nenber of ACUS, which |
woul d have started wth, because really, | just as you
know, | think ACUS just plays an incredibly inportant
role in thinking through tough issues. And | think this
panel is one exanple in the whole series on "Artificial
Intelligence" shows that role that ACUS is playing.

So I"'mvery excited to be noderating. |I'm
very excited that you-all are going to hear fromreally
three incredible folks. And instead of nme reading three
sentences fromtheir bios, what |'mgoing to do is just
ask each of themto tell you, obviously, their nane,
where they are and just a few sentences about how t hey
got into this area of Al and bias.

So Kristin Johnson, we'll start with you
and then Alex, go to you, and then David. So Kristin?

M5. JOHNSON: Great. Thanks so nuch, Chai.
| am Kristin Johnson, the McAinchey Stafford Professor
of Law and Associ ate Dean of Faculty Research at Tul ane
Uni versity Law School. | amdelighted to join you and |
have to join Chai in thanking Matt Wener, Todd Phillips
and Todd Rubin as well as Jeff Gary and ACUS as well as

the Georgetown Institute for Technology in the Law for
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organi zing this sumer synposiumin general and this

panel in particular.

|"mtrenmendously grateful for the report
that was distributed |ast February, "Artificial
Intelligence in Federal Agencies" that explores the role
that artificial intelligence has or plays -- nmachine
| earning plays in the context of federal agency
adj udi cati on, rul emaki ng and ot her regul atory
activities. | was delighted that the organizers
committed tinme in their report and this synposiumfor a
di scussi on of what Matt correctly descri bes as one of
the nost critical and concerning areas in the adoption
and enpl oynent of artificial intelligence technol ogies.
Specifically today, I'lIl be focused on algorithnms --

M5. FELDBLUM Wait, wait, wait, wait.
Kristin, I'"'mgoing to stop you, because | was |ike, wow,
that's nore than an introduction. |'mjust going to
stop you before you head into your substance, okay. |
just want Al ex and David to introduce thensel ves and
then we'll get into substance. So Al ex?

M5. G VENS. Sure. Thank you so nuch. So
I"'mAlex Gvens. [|['mthe CEO of the Center for
Denocracy and Technol ogy which is a civil society
organi zati on based in Washington, D.C., that for 25

years has worked to fight enployees' individual rights
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in the center of the digital revolution. W focus on a

very w de range of issues from consuner privacy to
preservi ng an open and accessible Internet to security
and surveillance issues to platform governance, which is
to say that everybody | usually work with are staring
intently at their screens as we speak, and they are not
listening to nme, they're listening to the House hearing
that is happening right now

So I'mvery grateful to those of you who
have dialed in and to join this conversation. | wll
say that nost relevant for our conversation today, we do
a |lot of work focusing on how data is collected and used
to nake decisions that inpact people's lives. And
that's the crux of the conversation we're having today.
SoIl'mthrilled to join you-all.

M5. FELDBLUM Geat. And David Super?
Qops, David, nmake sure your video is on. | nean, nake
sure your audio is on. That's what we didn't -- okay.
You know what |'mgoing to do, David, in terns of tine,
I'"'mgoing to tell people how awesone you are, and you're
going to figure out the audio, because David is a | aw
prof essor at Georgetown Law School who does | ots of
I ncredi ble stuff including, as you will hear, sone
| ssues around Al and governnent. And the way we're

going to do this is Kristin, Alex and David are all

TSG Reporting - Wrl dwi de 877-702-9580




*Not Reviewed for Errors*

© 00 N oo o b~ w NPk

N N N N N N - = (o = - = = . - =
(62 S w N (o o (o] 00} ~ » ol BN w N - o

Page 6
going to tell you about sone specific issues they've

been working on; it's sort of |ike case studies.

And our goal for this panel for what we
hope you wal k away with this panel from one, hopefully
havi ng | earned sonething new and interesting. Two, if
you're a in-governnent agency or a |lawer working with
t hese issues, that you cone out wth sone concrete ideas
of what you mght want to do. And third, especially if
you're in academ a that you have sone new and
I nteresting ideas that you m ght want to research.

So that's our overall goal. W're going to
do sort of the case studies, I'mgoing to then ask the
panelists to ask each ot her questions or nake
observations. And then we're going to open it up for
guestions. So please go ahead and wite your questions
in the questions box. I|I'msure a lot of you have been
doing | ots of these Wbinars so you woul d know t hat.

Ckay. So Kristin, I"'mgoing to nove it
over to you to talk about a very interesting piece in
terns of credit and governnent agencies. So on to you.

M5. JOHNSON: Great. Thanks so nuch. So
the use case |I'lI|l present initially, and I'm happy to
followup with a little bit of a discussion regarding
how regul atory agencies mght directly integrate Al into

their platfornms, but the use case I'lIl open with in
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ternms of our panel is a credit scoring use case. In

ot her words, ny discussion for the next few m nutes w ||
focus on the integration of algorithnms, or nore
specifically, machine |earning algorithnms into consuner
credit scoring platforns.

This will pair quite neatly with what |
believe Alex will discuss in the enpl oynent context.
And in fact, one of the exanples | wll offer for the
pur pose of setting the stage for those of you who
haven't joined for the entire series, and maybe new to
Al , involves an enpl oynent related al gorithm

So let ne set the stage by describing the
background for this research. [In a co-authored paper
with Frank Pasqual e and Jenni fer Chapman and during ny
testinony this tine | ast sumrer before the House
Fi nanci al Services Commttee Artificial Intelligence
Task Force, | outline a nunber of concerns arising from
the integration of nonconventional types of data in the
consuner credit scoring -- or credit underwiting
process.

More specifically, ny research is focused
on the integration of what I wll describe as
alternative data in the consuner finance phase. [|I'm
focused on | egal and ethical inplications of the

commodi fication of this type of data and the outcones
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for our society.

Many of you will be famliar with what |'m
goi ng to describe, because personally, you may know your
credit score, right? And that's why | like this use
case, it's imedi ately accessible. So what I'll do in
ny remaining time is describe the integration of
alternative data into innovative financial services
platforns. |'Il explore sone concerns regarding the
potential for technol ogi cal advances to deliver on the
prom se of including many who historically have been
excluded fromthe financial services space as well as
rai sing sone concerns and offering up sone questions or
suggestions for research that we nay explore as
academ cs or that consunmer advocacy agencies have -- or
advocacy organi zati ons have undertaken nore careful
research and thoughtful analysis.

And finally, a fewreflections that may be
general |y applicabl e across governnent agencies that
interface with the public. As you may wel | know,

I ndi viduals and famlies increasingly rely on credit to
fi nance househol d purchases and overcone significant
unanti ci pated expenses. Wthout access to credit on
fair and reasonable terns, it can be extraordinarily
expensive to be poor. For famlies with fragile

financial circunstances, credit may serve as a lifeline
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enabl i ng consuners to nake short-term debt obligations

and to pay for education, transportation, housing,
nmedi ci ne, child care and even food. And in today's
pandem c, these concerns are especially poignant.

Two critical devel opnents create prom se
for the 26 mllion Anericans who are credit invisible,
meani ng they do not have credit histories. And the 19
mllion Americans with thin, inpaired or stale credit
hi stories. W would describe these as unscorabl e
citizens. The birth of big data, the collection,
storage and anal ysis of vast volunmes of consuner data
fuels artificial intelligence are autonated
deci si onmaki ng pl at f or ns.

Simlar to the proliferation of Al
pl atfornms and heal t hcare, education, enploynent and
crimnal |aw enforcenent, the rise of Al in finance
noneti zes consuner data. Together consuners Wb
browsi ng data, click streamdata, social nedia data and
other bits of information aggregated through the
consuners interaction wwth the world, and in the
I nternet nore broadly, creates consuners' digital
I nterface.

This consuner digital interface reveals
intimte details about consuners' financial transactions

I ncl udi ng their checking and savings cash flows, their
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credit and debit card transactions, data that has

tremendous value. Data m ning engenders a new set of
behavi oral scoring criteria for evaluating credit
wort hi ness. W describe this criteria as alternative
data. Early studies reveal three significant chall enges
that arise as we integrate alternative data and in our
endeavor to regulate the integration of this

I nformati on.

First, alternative data may advantage or
di sadvantage. It is not imediately and inplicitly
clear that one outcone is nore |likely than the other,
but both are probable. Particularly for those who are
legally -- who are part of |egally-protected classes or
who are nmarginalized or vulnerable as a result of, for
exanple, their immgration status or other personal
financial circunstances or attributes.

Under the behavior scoring nodel, your
friends on Facebook, the people in the pictures you post
on Instagram all of this, whether or not you
participate in protests, may influence the interest rate
that you receive on your next nortgage or car |oan or
whet her or not you're eligible for an education | oan.

Second, learning algorithns eval uate
facially neutral alternative data. Facially neutral

bei ng the descriptor but maybe, in fact, not conpletely
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accurate, yet the results of automated deci si onmaki ng

processes may unintentionally use variabl es that
function as proxies for protected traits or
characteristics. As a result, the use of nachine

| earning al gorithnms or these highly sophisticated
algorithns may |l ead to disparate inpacts for nenbers of
| egal | y- protected classes.

Consi der, for exanple, Amazon's experi nment
with the learning algorithmtasked with revi ew ng
resunes for a software programer position. Arnmed with
t housands of resunes from previous hires and general
i nstructions regarding qualification, the algorithm went
rogue. Because previous hires had predom nantly been
men, the algorithm began to discount any reference to
wonen or wonen's colleges. So in other words, those who
had preferences to serving as a wonen's chess cl ub
president or having participated in wonen's tennis cl ubs
or wonen's teans, were unfortunately discounted in the
al gorithm s cal cul ati on regardi ng which resunes m ght be
preferred anong the class of resunes. Unknow ngly, the
algorithmreplicated historic discrimnation and hiring
bi ases.

Third, machi ne | earning al gorithmengage in
machi ne | earning. And by "machine | earning”, because

|"'mthe first speaker up to bat, I'll just describe
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qgui ckly, applies inductive techniques to |arge data sets

to enable the algorithmto learn rules that are
appropriate to a particular task. |In other words, the
Intelligence of machine learning is oriented to
outcones, not process. A smart algorithmis designed to
consistently reach accurate results based on a chosen
task and desi gnated paraneters. Like a cal cul ator
multiplying 15 digit nunbers faster than any human brain
could, in a narrow, well-specified area it can reach
concl usions faster than humans m ght be able to.
However, the reality is that the dinensions are
difficult and the issues here are nuanced.

As | described earlier in the context of
credit scoring algorithnms, the data shared with the
al gorithmcan make all the difference. The process of
pl anni ng, selecting, storing and partitioning data anong
ot her concerns mght lead to data sets that deeply
I nfl uence how the algorithmlearns. Unintentionally,
| eadi ng devel opers have rel eased algorithns trained to
be neutral only to discover that the al gorithns
performed in blatantly discrimnatory ways.

In the narrow context of consuner finance,
f ederal agencies exercising oversight of fair consuner
| endi ng practices such as the CFPB, the OCC, the FDI C or

the FTC and others who have historically focused on the
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enforcenent of the Equal Credit Opportunity Act, and

other laws ensuring fair |ending, would want to be
exceptionally thoughtful about the firns they regul ate
and their integration of algorithnms. |In particular, in
t he context of adverse notices where an al gorithm has
been depl oyed by a third-party credit rating agency, or
acquired by a credit agency froma third party, it wll
be inperative for the credit rating agency to describe
why and how the credit rating agency has taken a
particul ar perspective on an applicant's credit rating
or an applicant's credit score.

M5. FELDBLUM  You need to -- one mnute
war ni ng.

M5. JOHNSON: Down to the last three
sentences. In the nodern context of federal agencies’
adoption of machine |learning algorithns, we mght note
that integrating historic | aw enforcenent or
prosecutorial data may lead to efforts -- may lead us to
direct efforts and resources to areas that have been
historically heavily policed, right, sort of replicating
the pattern in our society.

Simlarly, |aw enforcenent agencies that
use facial recognition technology in a variety of
context may discover as did the authors of the darker

shades or gender shades study that those wi th darker
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skin tones may not be as easily identified using faci al

recogni tion technol ogy.

These kinds of inplications of bias by the
algorithmthat's presuned to execute based on neutral
data are issues that we nust continue to explore,
carefully evaluate and effectively regul ate which may
mean submtting inpact statenents requiring regul ated
entities, inpact statenents regarding the algorithns'
use and integration or other interventions to ensure
fairness.

M5. FELDBLUM  Thank you. Cearly, we're
enough on the way (unintelligible) in terns of where we
are on tinme. So David Super, let's see how your audio
Is doing. And it's not. And | sent an e-mail. So
woul d anyone on ACUS pl ease see about e-mailing or
calling David and seei ng whatever you can do in terns of
hel ping? And sonetinmes, as people know who are
listening, |I'msure who have been on these, | don't know
If sonmetines it helps to sign off and sign back on, but
as a panelist, you may not want to do that. So sending
out the request to ACUS to hel p Davi d.

Ckay. So Alex, I'mgoing to go to you
I nstead and take it away, and actually, we'll follow
very nicely on what Kristin has been tal king about.

MS. G VENS: Sure. And David, feel free to
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say "test, test"” while |I'm speaking if you need to keep
testing your audio. | won't be distracted. So |I'm
going to turn us -- I'mactually covering two different

topics in ny remarks today. One is going to focus on
benefits determ nations and then the second is going to
pi ck up on enploynent, which draws on the exanpl e that
Kristin just tal ked about.

In the benefits section, the piece that |
will focus on is the increasing use of algorithns to
help informeligibility determ nations for benefits
prograns. This is happening at an increasing nunber of
state prograns both in the United States and around the
worl d. And in many instances we're seeing devastating
effects fromerrors and m scal cul ations in how these new
tools are devel oped and depl oyed.

For those of you who are | ooking for
further reading or kind of a user- friendly guide to
this, one of the nost detailed accounts of these types
of issues can be found in Virginia Eubanks' book
"Automating Inequality". And |I'mgoing to touch on one
of the case studies that she raises there, because it's
a very useful illustration.

She wites very powerfully about how the
massi ve system c problens that arose in Indiana in the

m d- 2000s when the state noved to automate all of their
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wel fare eligibility processes. There were record

nunbers of errors in the transition, for exanple, people
being required to resubmt all of their docunentation
establishing eligibility for services. And if there
were errors in the patients's record as a result of

that, it created a finding of failure to cooperate which
|l ed to automatic term nation of benefits.

From 2006 to 2008 the State of Indiana
denied nore than one mllion applications for food
stanps, Medicaid and cash benefits, which is a
54-percent increase in rejections conpared to the three
years prior to the switch to automation. |It's areally
| nportant nunber when you actual ly think about what the
human inpact is in, not just outright rejection, but
even delays in issues |ike food stanps or Medicaid or
ot her cash benefits. These are vital services that
peopl e depend on. And what we see is a really serious
human i npact that conmes fromthese changes.

The Indiana story is one of experinent.
W' re seeing an increasing nunber of these issues
reported in various prograns in the United States and
the United Kingdom Australia and around the world. |
think it's hopeful as we talk about things to think
about a brief taxonony of how problens can arise. Sone

problens arise fromshared flaws in data entry or

TSG Reporting - Wrl dwi de 877-702-9580




*Not Reviewed for Errors*

© 00 N oo o b~ w NPk

N N N N N N - = (o = - = = . - =
(62 S w N (o o (o] 00} ~ » ol BN w N - o

) ) o Page 17
dat abase |inkage. So errors in systens transition from

one systemto anot her.

These are perhaps inevitable, but when they
scale into massive problens when the systens |lead to
autonmati c suspension or term nation of benefits. And
when we think about who is nost inpacted by those, they
are the nost vul nerable nenbers of our comunities. But
there were ot her problens beyond just those technical
guestions of translating data fromone set to another.

O her problens arose fromdesign flaws that cone when
you formalize benefit policies into the code that these
prograns need to operate in.

For exanple, in the m d-2000s there was an
I nstance in which a California program cancel | ed
Medi caid for over 5,000 qualified beneficiaries because
they failed to obtain annual redeterm nations of their
eligibility. |In that instance, neither Federal Law nor
State Law required annual redeterm nations for sone
I ndi vidual s, but it had been coded into the system So
what you had was peopl e being penalized even though they
were in conpliance with the | aw.

We can call this a design error in sone
I nstances, but a nore accurate statenent is to really
reflect that new policy decisions can be enbedded into

code sonetines unintentionally. And that can have
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really devastating results, and in this area in
particular that agencies and people that care about
admnistrative lawreally need to focus on and care
about .

If you indulge ne, 1'mgoing to go deep on
one nore case study to illustrate the use and the

benefits system The area that we have a particul ar
project focused on at CDT is the use of algorithns and
benefits determ nations and how that inpacts disabl ed
peopl e.

Thi s exanpl e focuses on the use of hone and
communi ty- based services, credits under the Medicaid
system And in this instance, there are actually a
surprising nunber of cases that are already being
brought around the country of people having significant
reductions in benefits, sonetines having their
eligibility revoked altogether after the adoption of new
syst ens.

In the Arnstrong case out of |daho, a
series of decisions that cane out in 2016 and 2017,
Plaintiffs were a class of adults who had devel opnent al
disabilities who were eligible for hone and
communi ty- based services that were funded through
| daho's Medicaid Program |In 2011 Idaho switched their

systemto a new algorithmdriven programthat worked
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like this. So a hunman would visit the individual and

conpl ete an assessnent formwth track boxes
representing the individual's needs.

So for exanple, the formwoul d asked about
feeding and ask the assessor to rate the person's need
for assistance in feeding on a scale of 1 to 4. The
person would then manually enter that data into a
digital budget tool which automatically cal cul ates what
Medi caid woul d pay to cover the need. The budget t ool
woul d cal cul ate a total assigned budget anount and
generate an autonmatic notice that would tell the
beneficiary recipient how nuch noney they are permtted
to use under their care plan.

The person coul d appeal that budget anount
to a human, but the exception to the decision was
granted only if they show an imediate threat to health
and safety, which is a very high standard and a term
that was undefined. And nore inportantly, that appeal
was very | engthy, took nonths, people couldn't see the
assessnent forns where their needs were actually
assessed, because the conpany asserted a copyright
interest in it and trade secret interests as well. And
then nost inportantly, when we think about who the
recipients are in this instance, people with

devel opnental disabilities, there was no support
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provided for or financially covered for pursuing those

appeal s.

You can see the superficial appeal of
adopting a programlike this. There are argunents about
how it hel ps ground determ nations in data, about how
this creates a nore objective neasure of translating
needs into a budgetary anmount that is allocated. But
the switch had a significant inpact on participants in
t he honme services program

On appeal, 62 percent of the decisions were
I ncreased follow ng reconsi deration. Again, what | say
what is interesting about these prograns is that these
have actually gone to court, so there are judicial
opi ni ons anal yzi ng what went wong after extensive
di scovery. And in this instance, the discovery reveal ed
really telling an interesting facts about the program
that need to be on people's radar if you look inits
face.

One is that there were very significant
design errors, so the budget tool was devel oped based on
3,500 participant records fromearlier years, but of
that sanple, one-third were discarded for sanple or for
facial errors. So the data in there that was driving
the algorithmwas really egregiously flawed.

VWhat the Court then found was that there
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were al so instances of very significant input errors.

So the person that was in the honme doing the assessnent
had to manually transfer their scores froma nunber of
different pages to three separate worksheets that then
went in to formthe budget tool. There were huge --
there were significant findings of human error in doing
this, but renmenber, because the proprietary concerns
that were raised by the conpany that devel oped this
tool, Plaintiffs weren't allowed to review their sheets
If it looked |ike there may have been an error in the
system

Finally, there was no updating or auditing
of this system so the Court observed that, although
| daho knows that the tools needs to be recal cul ated
annual ly, basically to appropriately match needs to what
t he budgetary all owance should be, |daho wasn't doing
that. And really inportantly, no auditing. So |Idaho
had never checked to determ ne how nmany partici pants
were actually assigned insufficient budgets.

Because these cases are going to court,
we're starting to see a body of case | aw devel op around
this. It's grounded in the CGoldberg v. Kelly precedent
establishing that welfare recipients have a right to
adequate hearing before their benefits can be term nated

and that that process includes tinely and adequate
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notice and fair hearing.

So this has given Medicaid recipients a
hook to chall enge the prograns that are bei ng adopted
when these types of flaws are being found. Sadly, a
remedy has been nuch harder to cone by, so thinking
t hrough how do we actually get these tools to work well
still seens to be alluding many people and their smart
m nds that are really working on hard on this. But
again, for those of you who work in rel evant governnent
agencies and also for admnistrative | aw professors,
this is a fascinating area of the law, a fascinating
series of cases that are unfolding that |I highly commend
to your attention.

And | should say that COT wll be
publishing a report on this exact issue analyzing this
range of cases in the comng nonths. And so that w |
be out there as a resource for folks to reference.

|'"mgoing to pivot, Chai, if you'll allow
me -- or should | pivot to enploynent now or shoul d |
wait for David?

M5. FELDBLUM Let's see about getting
David on and then we'll see our tine. And by the way,
fol ks, | see one question on the question check box.

Pl ease go ahead and put in your questions so that we can

make sure to answer them And David, | see we've got
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t he ol d-fashi oned phone here calling in. So let's see

about hearing you.

MR. SUPER. Can you hear ne?

M5. FELDBLUM  Yes, we can. Go right
ahead.

MR. SUPER. Geat. Well, | apologize for
all these technical difficulties. M conputer says |'m
on, the application says |'mon, but I wasn't on. |In
any event, | want to talk about a particular problemin
SNAP, the Supplenmental Nutrition Assistance Program
that replaced food stanps. And it concerns sonething
called SNAP trafficking. This is the idea of trading
SNAP benefits for sonething other than eligible food at
an eligible store, because people have severe food needs
but al so severe needs for other things |ike toilet paper
and soap and whatever that SNAP doesn't cover.

This is sonething that happens in snall
nunbers, people's benefits are so snall that they're
generally used up on food. USDA studies show that the
tradi ng of benefits for sonething else is rare, but it
does happen and the programtries to stanp it out. And
the story I want to tell, | think, has two basic | essons
toit. One is how algorithnms can be unfair, and the
second is how an algorithmthat is unfair but not very

| nportant can becone a ot nore inportant and do a | ot
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nore damage with its unfairness.

The starting point is that with the
conversion of food stanps into SNAP and everyone havi ng
el ectronic benefits is an enornous vol une of data about
transacti ons nmade with SNAP and stores and recipients.
USDA obvi ously can't investigate everything and everyone
so they have used algorithnms to narrow in on what are
t hought to be suspicious transactions. Unfortunately,
what this ends up doing is identifying transactions that
are abnormal, that are outside the usual patterns, but
not necessarily in suspicious or dishonest ways.

For exanpl e, soneone drives past a |arge
supermarket, a Kroger or Safeway or whatever, to go to a
smal l er store and buys a lot of their food there. That
Is seen as potentially trafficking, that they know
soneone at the snmaller store who will buy their SNAP
benefits for cash. Possible, but it also may nean that
that store is the one that stocks the food that their
ethnic group enjoys and val ues and that the supernarket
doesn't.

So it identifies people, sone people who
probably are trafficking, but it also identifies
immgrants, it identifies people fromracial and ethnic
mnorities, it identifies people who are relatively

I nformal and val ue shoppi ng from soneone who nmaybe
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speaks their |anguage if their first |anguage isn't

Engl i sh or who understands other cultural preferences
t hat they have.

Many of the other itens in these
trafficking-prone profiles that USDA' s devel oped have
simlar dual purposes. They're not irrelevant to
trafficking, but they also identify informality or
people with ties to subcommunities rather than to the
broad nai nstreamthat shops at Kroger's. And this was,
I think, has always been a problem it has -- it is not
hel pful to have any algorithnms in governnent that target
peopl e who are doi ng nothing wong ot her than being
menbers of a subgroup, such as immgrants or an ethnic
mnority, but it's gotten a great deal nore significant.

Oiginally, this was used at the very
begi nning of the process to identify stores that woul d
be investigated. A store that had a | arge nunber of
transactions that were seen as suspici ous under these
al gorithnms woul d have an undercover investigator sent
in, they'd try to sell food stanps or SNAP benefits for
cash. If they were successful, they'd crimnally charge
the store, and part of the plea bargaining they'd get
the store to nane the people who had sold food stanps
there. Now, | nean, not a flaw ess process, but a sane

one, a sensible one, one that one can start with.
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However, after the 911 attacks U S.
attorneys around the country lost interest in SNAP
trafficking and were no longer willing to bring crim nal

charges in these cases, and without crimnal charges
there is no plea bargain. So the program ended
upstanding on its head.

And now, soneone being flagged, an
I ndi vi dual recipient being flagged for these
transacti ons and shopping at a store that is believed to
be trafficking is used as a basis to disqualify people
from SNAP. And often, because trafficking is crimnal,
what happens is not even a Col dberg hearing, as was
mentioned before, but rather a fraud investigator often
arnmed, often wearing a badge, tells the recipient on the
basis purely of the algorithm having flagged them as
doing things that are suspicious, that the governnent
has been (inaudible) that they will have to sign a
confession unless they want to be prosecuted crimnally.

In alnost all of the country, crim nal
def ense | awers do not understand SNAP, do not
understand trafficking, do not understand the
algorithnms. And if people are prosecuted crimnally,
they will alnost certainly have to plead to sonething
and get a crimnal record. So people say, oh, you're

only going to throw ne off the program | use to feed ny
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famly for a year? Well, that's pretty bad, but it's

better than a crimnal record. Were do | sign?

So the bulk of these things don't go to any
sort of hearing. |If they did go to a hearing, people
are not represented, and even if they are represented,

t he governnment refuses to share information underlying
these algorithnms that could be used to i npeach them In
essence, the fraud investigator says | am an expert in
fraud, | trust the algorithmand the al gorithm says that
M. Super here is gquilty, and that's the end of it.

M5. FELDBLUM Not -- not a good story,
right, in terns of any of these stories. So actually
we're going to end with -- | nmean, | want to | eave 15
m nutes for the question and discussion. So Alex is
going to have a few things to say about enpl oynent
| ssues and then Kristin, a few things to say about
commenting on regs which is, of course, our favorite
activity for many of us on this call. So Al ex.

M5. G VENS: Sure. Well, we're in luck
because Kristin teed this up really beautifully tal king
about the Amazon exanple. So yes, to pivot fromny
earlier remarks about benefits, another area that we
work on is the use of Al in hiring. There's an
I ncreasing anount of reliance on Al in various aspects

of the enploynent life cycle. So this can range from
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determ ning who sees certain job ads on social nedia

services to screening resunes and assessi ng candi dates
to review ng enpl oyee performance on the job and far
nore as well, assigning shifts, et cetera.

|'"'mgoing to focus on the use in hiring
because hiring, of course, is a gateway to econom c
opportunity -- is the gateway to econom c opportunity.
And there is an increasing use of these tools. To give
it alittle bit nore of a flavor, Kristin used the
exanpl e of resune screening tools that can be used to
hel p reduce the stack froma thousand applicants for a
job to a nore nmanageable | evel for humans to review, and
sone of the problens that can arise there.

There are al so exanples |ike assessnents
that are based on interactive ganes so where people w |
go through a series of exercises on a conputer screen
and their performance on that exercise wll be conpared
to a sanple set, a pool of ideal candidates as to how
the test thinks a person should respond. That al so
cones up in the realmof video interviews, so there's at
| east one conpany that's marketing video interviews and
then purporting to run Al anal ysis on your vocal
nodal ities and your facial expressions in the course of
that recorded interview, and other exanples besides this

as wel | .
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In each of these instances the algorithmc

pi ece of this, and where the Al fits in, is in analyzing
these tools against an idealized set of traits or a
profile that's been associated by the designers wth
good fit for the job. The appeal for the enployers is
clear, right, so vendors nmarket these tools as

evi dence-based hiring assessnents. They claimthat they
make the process nore objective than human revi ew and
may even hel p reduce bias. For exanple, the gamfied
assessnents really are very aggressively nmarketed as
being alternatives to traditional in-person interviews
where human bi as can skew t he out cone.

In our work we ook at this and say that
that may be while in theory, but is still very
problematic in terns of the execution for many of the
reasons that Kristin alluded to in the Amazon exanpl e.
When you think about what the training data set is for
these tools, in very many instances what conpanies are
doing is drawi ng on a sanple fromtheir existing
enpl oyees. That neans that existing patterns of
I nequal ity discrimnation are perpetuated into the
future in ongoing hiring decisions.

In addition, not only do you have the risk
of an individual HR intervi ewer having bias, but we are

now t hi nki ng about testing at scale. So val ue judgnents
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about what skills and what abilities are required of

sonebody are now being applied at a | arge grand scal e,
sonetines not just at a conpany level, but when it's a
vendor that is selling very simlar products across
conpani es, across entire industries or fields. That is
a very dangerous recipe that | find we need to focus on
very significantly.

The last piece I"'mactually going to cut ny
remar ks short just because | know you want to have tine
for discussion. The last piece that | will flag on
this, and | think it's a good one for discussion, is
that there is a ot of conversation around testing for
bias in these tools. The hiring area is one where we're
heari ng probably the nost about it, because the vendors
are very eager to reassure enployers that they have
heard the Amazon exanpl e, they've heard other instances
and they're taking corrective neasures. |'ll just put a
flag in there that it's far nore problematic than it
sounds. There isn't an easy way to test who your
algorithmis screening out and what the consequences
are. And so we need to be really careful when we think
about that dynamc as well.

M5. FELDBLUM  Thank you so nuch. Last
sort of case study exanple, Kristin, talk to us about

reg tech.
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Nope, unnute yourself. Very good to nute

when you're not talking. | try to do that.

M5. JOHNSON:. Apol ogies. Finding it when
you have a thousand apps open conplicates it, right. So
now | 've reveal ed what you would see in the closet of ny
conputer desktop if | shared ny screen. But Alex's
comments perfectly dovetail what the reflections | wll
share here at the end of the panel.

So ny reflections will focus on
hi ghlighting the tensions, if you will, that we've
tal ked about today, that algorithnms, in particular
machi ne | earning algorithns, offer nmany and efficient
and arguably accurate and effective nechani sns of
executing a rote task (inaudible) in the context of
algorithns, it is inperative that we are thoughtfu
about the effects of applying or deploying the
al gorithns.

And the final exanple that | w |l describe
today relates to several points, that Alex just
nmentioned as well, that sort of grow out of sonme of the
concerns that Al ex described. So the final case study
"Il reference is adm nistrative agencies' integration
of algorithns or artificial intelligence in the machine
| earning tools in the context of custoner service or,

nore broadly, we m ght describe it as the notice and
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comrent period of the rul e-maki ng process. W could rage 52
al so imagine simlar platforns being deployed in the
context of conplaints.

Earlier in my comments, | referenced the

CFPB, the Consuner Finance Protection Bureau, and the
platforns that we can inmagine they will deploy that
woul d solicit comments from consuners raising flags
regarding sort of predatory practices, for exanple, in
the lending -- in the consuner |ending space, right. So
how woul d artificial intelligence be integrated into
platfornms for these two purposes?

Wll, in the context of the notice and
comment period in the rul e-maki ng process, we could
| magi ne agencies soliciting directly fromconsuners in a
way historically that was del ayed or at |east slowed by
the need to receive the comments fromthe consuners or
fromvarious regulated entities directly, whether they
be by letter or whether they be directly by tel ephone
comentary. In either case, we can facilitate the
devel opnent of thoughts that woul d essentially
efficiently review thousands of comment letters or
revi ew t housands of consuner conpl aints instantaneously
al nost, and sort of attenpt to categorize those
conplaints or conmments in a way that is machine

notivated, right.
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So the machine | earning al gorithm would

carefully review each of the comments or letters and
attenpt -- or conplaints -- and attenpt to classify them
in the first instance based on the substantive remarks
that are made in those comments or conplaints and
attenpt to produce a report that would enabl e the agency
to nore efficiently review what the concerns of the
citizens mght be or reqgulated entity m ght be.

Vel |, a nunber of challenges arise
I mredi ately with this type of automated custoner service
interface. So nuch |ike Al ex was describing earlier in
the context of screening interviews, first, the training
data set that was used to train the algorithmmy not
effectively capture the comments, concerns or conplaints
of certain groups in our citizenry.

So if sonmeone's first |anguage is not
English, if the person's lexicon isn't sort of
consistent with what we woul d expect themto use in
ternms of commonl y-adopted | anguage to describe a
concern, those concerns m ght be under-included, right.
So we can i magi ne i medi ately that deploying the bots
that mght facilitate custoner service or receive
coments or conplaints as being unlikely to include or
possibly -- sorry, likely to exclude and, therefore,

under -i ncl usi ve of sone of the concerns fromcertain
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groups w t hi n our communi ty.

They may al so m sread sort of vol unes of
information. So were grassroots groups nobilized to
di sburse a significant nunber of simlar conmment
| etters, the bots that facilitate classifying conplaints
or coments mght msread that as data that has been
generated by a bot, in fact, faking a comment, letter or
faking a conplaint or faking concern. So carefully
di sti ngui shing between what is a community grassroots-
based novenent and what m ght otherw se be sone type of
canpai gn deployed by a third party that isn't generally
reflecting what citizen concerns is one of the kinds of
| ssues we can i nmagi ne arising.

And therefore, as a result, we are worried
or concerned that there may be over-inclusion, right, of
certain groups because the bot is unable to effectively
di stingui sh between the kinds of concerns that are the
types that we want to include and integrate into our
t hought ful analysis in these context, and those that we
woul d excl ude because they are the results of autonmating
a process and permtting others in our society to depl oy
technol ogy in responding to that process.

So these are just sone high-1level thoughts
and concerns about what could happen if we integrate

artificial intelligence technology into the notice and
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comrent or conplaint processes as they currently exist.

But | think they illustrate a nunber of the concerns in
the context of the agencies' actual deploynent of
artificial intelligence as we've tal ked about over the
course of our panel today.

M5. FELDBLUM  Thank you. And we got these
case studies by 2:45. So we're going to be able to do
15 m nutes of conversation. And |I'magoing to pull out
one of the questions that was asked. And then before
you answer, |I'malso going to nake a few observations
fromwhen | was a Conm ssioner at EEOCC and we were
dealing specifically wth enploynent issues.

So the question is; what are the thoughts
about setting up a federal agency for oversight of these
Al /M., you know, nmachine learning artificial
intelligence algorithmc black boxes? Gkay, so that's
t he questi on.

And | want to nmake these three observations
and get your comments on these observations. One is
t hat conpanies are going to use Al, right. So in terns
of the issues that you raise as concerns, in terns of
possi bl e responses, well, | just made that as an
assertion but | guess | want to ask it also as a
guestion. Do you think that one of the facts on the

ground, people who care about these issues have to take
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I nto account is that you' re probably not going to be

able to deal with it by not having these Al/M
appr oaches bei ng devel oped?

The second piece is so nuch of this is from
bias that's been there before -- you know what and Davi d
(echo/unintelligible) -- your phone is nuted.

Ckay. So the second is they have to use
what is already there. That's what they're going to
tell you. So what are the approaches that you can do to
undo that, right. And then finally, ny observation
again, fromEEOC is that there's really not a | ot of
conversation between the people who are substantively
trying to use these Al tools and the tech people who are
building it. | nean, it's just they're different worlds
and different conversations. So what are the
possibilities for overcom ng that?

So | guess that's ny three questions (echo)

when we think about this thought of federal agencies.

So Alex, I'mgoing to maybe start with you. Kristin and
t hen Davi d.

M5. G VENS. Sure. | want to answer all
your questions but I"mnot going to. I'mgoing to
restrict nyself. So first, on the Al commssion. In ny

m nd we need an all -of-the-above approach. W need nore

expertise and the benefit of centralized expertise
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t hi nki ng about the chall enges raised by Al. But we al so

need to think about Al's inpact in specific sectors. So
to ne, the EEOCC has to be thinking about the use of Al
in hiring and it can't outsource that to a central Al
comm ssion that's going to do the thinking for it. You
need the agencies, whether it's HUD, whether it's CFPB,
you nane it, you need the individual agencies that
police these silos on the ground.

| can think of far greater understandi ng of
how al gorithm c systens are inpacting the issues that
they are here to serve the American people on. And that
Is kind of Core Mssion Nunber 1. | do think there are
benefits to coordinati on across agencies in some nanner.
Historically, the Ofice of Science and Technol ogy
Policy in the Wiite House would help play that type of
role. There are other comm ssion structures that have
been suggested in Congress that could help play a
coordinating function so that agencies can learn from
one anot her.

That conversation is happening. ACUS
itself is doing a wonderful job hel ping agenci es think
about it. But | do think we need a nore robust
I nfrastructure, and very inportantly, one that is
t hi nki ng not only about affirmative uses in Al, right,

so a lot of the narrative right now com ng out of the
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executive branch is around just how do we win the race

for Al and how are we kind of encouragi ng strengthening
these tools. W also need the agencies that are the
cops on the ground, policing for bias, policing for
discrimnation to have a far better grounding in how Al
Is affecting their work.

On your three questions, | may just engage
wth Question 2, because | want to hear what the other
panel i sts have to say, which was about how do we get
over the fact that systens, of course, just replicate
the bias in the systens that they learned from right,
that's kind of an inherent flaw built in here is that if
you're reliant on teaching assi stance based on training
data, garbage in |leads to garbage out.

So there are a couple different ways to
t hi nk about that. | think, first of all, in the reg
tech exanple, there needs to be really thoughtful
efforts on how you approve the range of training data so
what natural |anguage processing |looks like. |If you are
| earning fromTwitter in general or from Facebook
Sstreans, you're going to get access to a far broader
range of dial ogs and conversational techniques than you
will if you are just studying, you know, the Oxford
English dictionary, right.

And so | think there's creative work to be
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done there and there are novenents in the conputer

science field that are worki ng about these issues. But
the other piece of that, | think, is a really thoughtful
conversation about when we need to rely on these tools
and when there should be nore thoughtful intervention.
And enpl oynent is a perfect exanple of this. | really
question whether the right way to hire enployees is to
see how your current enployers are doing on a gane and
then hire people that play the gane |like they do, right.

Where is the analysis that is actually
| ooking at what are the essential functions of the job?
Li ke a real job analysis of what are the skills that are
needed to performthis role, how do we neasure whet her
sonebody has these skills, and how do we do that in a
focused and applied way. So when we work on these
| ssues, one of the things that we really caution people
against is just the shiny object of sonebody, you know,
they' re descending from heaven telling you they're going
to fix all of your hiring problens, because here's just
a tool that will magically sort through people.

We don't get that, like you don't have that
| uxury as an enployer. The responsibility's on you to
real ly think through what are you testing people for,
what are the skills that you need and how do you neasure

those. And | would argue that Al nay be a small piece
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of that sonetines, but it cannot be the full answer and

enpl oyers and vendors need to be far nore thoughtful
than they currently are.

M5. FELDBLUM Geat. So we have about 8
mnutes left. So Kristin, if you could give us sone
t houghts and then David on these issues.

M5. JOHNSON:. H. So | amso grateful for
t hose questions, Chai. | want to start with your first
guestion which essentially asks whether we coul d
anticipate that the businesses and other institutions in
our society have adopted various forns of algorithns and
that the novenent toward adopting those types of
platforns is one that is here to stay; not likely to go
away in the near future. And | think that that's a fair
observati on.

| think it's a fair observation for sone of
the reasons that we've indicated in our discussion
regardi ng what sone of the benefits of artificial
intelligence mght be. So we've signalled that there
certainly is sonething nore efficient about relying on
artificial intelligence, and that would be highly
attractive to the average business or institution or
federal agency, right, being nore efficient at executing
a task, in particular a rote task, for which the

consequences of relying on the algorithm m ght be |ess
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significant or severe is a highly-attractive pathway for

many types of firnms and institutions.

The chal l enge arises, | think, as Al ex and
Davi d both point out, and as | hope to highlight as
well, with the consequences of relying wthout
appropri ate checks and bal ances on science -- or on
al gorithns and nmachine | earning algorithns as a form of
science, right, wholly entrusting as the futurists
m ght, the notion that the platformitself can perform
as desired.

And sone of the debunking that nyth
cones -- in order to debunk that nyth we nust recognize
that artificial intelligence nmay not always be as
intelligent as we would like for it to be. Therefore,
the human intervention, the human in the |loop really
creates an opportunity for us to carefully eval uate what
the probability in terns of outcones m ght be for our
society and the ethical inplications in particular.

So I'll leave you with one | ast point of
reflection that really kind of ties sone of our exanples
together. |In the |ast several weeks a nunber of
enpl oyers and firnms have begun to rely on contact
tracing, digital contact traci ng executed through
privately-acquired platforns that Alex is describing

that may have been historically deployed or at | east
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were ranping up and focused on hiring or other elenents

of the enploynent cycle are now -- or technol ogi sts and
devel opers focused on those, are now focused on using
this technology in a different way that would inpact the
broader citizenry in the context of a public health
pandem c.

We have so many questi ons about the uses of
this technology that, as we begin to think about
deploying it in this type of sphere, it is critical that
we have thought through and began to create appropriate
checks and bal ances, because the consequences are
certainly likely to be deeply felt by sone of the nost
vul nerabl e and those who are margi nalized in our society
and our econony. So as we think about integrating this
kind of a technology in additional areas of our society,
we have to appreciate it won't be going away, but there
certainly nmust be guardrails that direct us in the
appropri ate uses of the technol ogy.

M5. FELDBLUM G eat. And so David, in
terns of reactions to the questions, as well as your
t hought s about setting up this federal agency for
oversi ght and probably technical assistance.

MR. SUPER. | agree that we need a
al | - of -t he-above approach, that this is a huge problem

When | started working on food stanps and anti poverty
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program the big obstacle is the |awers. And as the

| awyers constrai ned everything that happened, everything
had to be cleared through the | awer and you had a bal ky
| awyer and not hi ng happened.

Now, the |awers are pretty marginal; it's
the programmers. And because what really happens is the
al gorithm which doesn't get cleared through the
| awyers, because how, the | awyers becone pretty
irrelevant. They wite their rules and everyone thinks
that's nice and no one pays any attention to them It's
bet ween the operations people and the programers.

Once upon a tine, the Federal Governnent
saw the inportance of |aw and set up a super agency to
deal wth that called the Departnent of Justice. |
think we're rapidly getting to a point where technol ogy
and automat ed deci sion nmaeking is as inportant and al so
needs a super agency. Not that all wall work is done in
the DQJ, not that all tech work woul d be done in such an
oversi ght agency, but it is necessary.

The other thing that | think we absolutely
need to do is deal with transparency. There are |aw
enf orcenent concerns about what |'mtal ki ng about, there
are trademark and -- trade secret rather, and copyright
| ssues about the in-home services assessnent forns. And

we need to nmake a decision that if this is going to be
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part of governnment, and it's going to be so dramatically

outcone determ native that those concerns for secrecy
are sinply invalid and need to be overrun. And if
peopl e don't want to expose their products to public
scrutiny, then they're welcone to not contract with the
gover nnent .

M5. FELDBLUM Great. So | have one
remai ni ng qui ck question for Al ex and then sone
concl udi ng comments, which is one of the questions that
cane in Alex is, do you have a date for when that report
Is going to be issued that you referenced on enpl oynent
in people with disabilities?

M5. GVENS. M teamwould Kkill nme if |
said yes, because it would put themto a public
deadline, but it is comng soon. W had a wonderful
wor kshop in January of all of the major litigators that
have been bringing these cases, including the people
t hat have served as the main plaintiffs which is a ngajor
undert aki ng when you're kind of taking on this extensive
litigation against the State.

So we've done that work. It wll be com ng
soon. A matter of -- next nonth, let's say that, that's
safe enough. Right?

M5. FELDBLUM That's safe enough and on

behal f of your staff, thank you.
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M5. GVENS: | should just say it'll be
avai |l able at cdt.org, not to do a plug, but hopefully
that's useful or useless if people are | ooking.

M5. FELDBLUM No, no, no. |'ve known it
since it got started. So and al so, | know that ACUS
wll be, I"'massumng wll be nmaking materials avail abl e
and hopefully that anong others.

Sol -- in terns of concluding remarks, |
woul d cone back to where | started. | hope that folks

have | earned at | east sonething new that they didn't
know, that you have sone ideas, certainly any | awers
and agencies to say, no, | do need to be relevant and |
do need to be part of this conversation. And then
future ideas for research and including research and
wor k that ACUS can do.

Qoviously, ACUSis in it already, but any
ot her ideas that you have, | think, certainly I, the
ot her nmenbers of ACUS and all the | awers and academ cs
who are working on this woul d appreci ate, because this
Is a challenge. Just because it's a chall enge doesn't
nmean that we don't face it and try to do sonet hi ng about
It. So thank you Kristin Johnson, Alex -- and Al ex goes
by Al ex, Al exandra G vens, and David Super for not only
doing all this work, but sharing it with us in this

panel . Everyone, have a good afternoon or norning
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wherever you are. Bye now.

M5. JOHNSON: Thanks for --

(End of audio file)
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TX CSR No. 8128, FPR No. 1065,

Is atrue record to the best of ny

Dated this 7th day of August, 2020.

Carnel Marti nez,
TX CSR No. 8128
FL FPR No. 1065
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