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(Begi nning of audi o recording.)

MR. VEINER  Good afternoon. [|'m Matt Wi ner,
the vice chair and executive director of the
Adm ni strative Conference of the United States, ACUS,
for short. W'IIl begin now-- we are waiting for two
of our participants. W're not waiting so nmuch as
trying to connect them and in particularly, we're
waiting for -- or we're trying to connect Justice
Cuel | ar and Professor Engstrom at Stanford Law School .

"Il begin wiwth just a few introductory renarks
before I turn it over to our noderator. This is
ACUS s and the Georgetown Law Center's Institute for
Technol ogy, Law, and Policies sunmer synposium on
artificial intelligence in federal agencies.

Thank you for all -- thank you to all of you, to
all of our attendees. W have a |ot of people on the
phone, many of you with real expertise on our subject.
And so we're really happy to have you.

For those of you on the phone who are unfam i ar
wth ACUS, let ne just say that ACUS is an i ndependent
federal agency within the executive branch that
studi es and nmakes recomendations to i nprove rul e-
maki ng, adjudication, and other adm nistrative
processes.

Qur synposiumthis sumer will consist of four
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virtual panels on four separate days. Each panel w ||

be recorded and transcri bed, and the recordings and
transcriptions will be available at sone point on
ACUS s website.

For today's panel, we have the distingui shed
authors of a report, soon to be introduced, prepared
for and conmm ssioned by ACUS titled "Governnent by
Algorithm Artificial Intelligence in Federal
Adm ni strative Agencies".

And before turning it over to our panelists for

our noderator, | just want to thank a few people.
First and forenost, Hllary Brill -- first -- well,
our panelists, but also Hllary Brill, the interim

director of the institute at Georgetown. Two ACUS
staff nmenbers who have done an extraordinary job in
organi zing this synposium nanely Todd Rogan
(phonetic) and Todd Phillips (phonetic). And then the
Institute itself and in particular Hllary and Jeff
Gary (phonetic), its project manager.

And with those brief introductory coments, |et
me turn it over to Hillary, our noderator. Hillary?
M5. BRILL: Hello, and thank you for that
I ntroduction. As you said, I'mHllary Brill, and I
| ead Georgetown's Institute for Technol ogy, Law, and

Policy, and it is ny privilege to be noderating
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today's panel with our esteened panelists and to be

part of this synposium cohosted wth ACUS.

And we are the pilot programof our four-part
sumer series. So | hope you enjoy it. There will be
different series along the way, and as you just heard,
you can binge watch the entire series at the end, as
well, if you love it so nuch. So | hope you enjoy it.

We had planned at the institute -- had pl anned
to host you on CGeorgetown Law s canpus. As you can
see because of current events, we are unfortunately
unable to do that. But we are so glad that so many of
you have joined us virtually, and as discussed, in so
many areas that are inportant to this issue, you are
experts. And we are pleased to have you as part of
this conversation.

Thank you, ACUS. Thank you for working with the
institute on this project to make this synposi um
possi ble. And thank you to everyone at the institute
who worked on this, including ny predecessor, who
shoul d be naned, Al ex G vens (phonetic), who is
speaki ng, | hope, on one of these panels al ong the
way. And she is the one who worked quite a bit on the
organi zation with ACUS. So | want to thank Al ex
G vens and Jeff Gary for all the work that they put in
to maki ng this happen.
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The institute, it's a think tank at Georget own

Law, where we do original policy work, and we al so
convene with col |l aborators, technol ogists, our
faculty, students, and experts |like yourselves in
cross-disciplinary fields, bringing together

t echnol ogi sts and policy nmakers, and gover nnent
agenci es |ike today.

At the institute, we spend a |ot of tinme thinking
about howto train |awers and policy makers to better
understand the way technol ogy i npacts our society.
Today's col |l aboration with ACUS is part of that
| ongst andi ng comnm tnent to studying the inpact of Al
on soci ety.

The institute has hosted in February a synposi um
on Al and disabilities, previous |egislative
wor kshops, and many panel series. But today -- today
I s about the report that these esteened panelists have
wor ked so hard in putting together, and it was no easy
task. This report is going to highlight the many
benefits that there are to using Al systens in
governnent. And it wll also explore how agencies
truly use Al, a prelimnary groundwork discussion that
I S necessary.

These benefits are benefits we want in our

personal |ives and benefits we want by our governnent
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-- decreased costs, greater efficiency, iInproved

gquality, and the ability to harness vast anounts of
data. These benefits are the reasons why, as the
report notes, alnost 50 percent of all agencies are
usi ng sone sort of artificial intelligence.

However, today's report also addresses that
I ncreases Al adoption conmes with increased concerns,
especially if the systens are being used by gover nnent
agenci es i n decision-nmaki ng processes and used by our
| aw enf or cenent .

Many Al systens have wel | -docunented raci al
bi ases. The software itself is often not necessarily
transparent or understandable, sonetines even to its
own creators. And renedies, what happens if there is
a bias in AI? There often (inaudible) after the fact,
and they are erroneous determ nations caused by Al,
and what do you do after the fact? That may not be
sufficient.

So this issue of bias inherently is tricky, as
bias in Al itself isn't accidental. [It's part of its
function. The systens are there to nmake
discrimnatory decisions. But if we can't determ ne
whet her the programis discrimnating in a permssible
way rather than in an inperm ssible or frankly ill egal

way, well, then we need to deeply explore how our
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gover nnment agenci es shoul d be using Al.

Al in governnent, as you will hear soon in nore
detail today, can provide trenendous benefits. But in
sone contexts, Al raises |legal and noral concerns and
may i nplicate due process rights or other civil
i berties.

So thank you, panelists. W're going to explore
these topics in context of their authorship and work
on the report, Governnment by Algorithm Artificial
Intelligence in Federal Adm nistrative Agencies.

W are first -- we are going to hear from Justice
Cuel l ar, Suprene Court justice of California and
prof essor at Standard Law, who is an expert in
adm nistrative |law and legislation in cyber |law, and
has served in the dinton and Gbanma adm ni strations
and has taught as a professor at Stanford since 2001.
He received his B.A. fromHarvard, J.D. from Yal e, and
Ph.D. from Stanford.

Then we will hear from Professional Engstromfrom
Stanford Law, who is an expert in admnistrative |aw,
Constitutional law, and | egal history.

| have to say there's so much nore. You need to
read their bios. It's just a short summary of the
I ncredi bl e panelists that we have.

His current scholarship focuses on the
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I ntersection of law and artificial intelligence. He

is a facility affiliate at the Stanford Institute for
Human- Centered Artificial Intelligence and the
Stanford Center for Legal Informatics, and the
Regul ati ons and Eval uati on and Governance Lab. He
received a J.D. from Stanford, a Master's of Science
from Oxford, and a Ph.D. from Yal e, and has cl erked
for Chief Judge Wod on the Seventh Crcuit.

Prof essor Ho from Stanford Law i s an expert in
adm nistrative |aw, regulatory policy, and
antidiscrimnation law. He's an associate director
for the Stanford's Institute for Human-Centered
Artificial Intelligence, and directs the Regul ati ons,
Eval uati on, and Governance Lab at Stanford. He
received his J.D. fromYale, Ph.D. from Harvard, and
clerked for Judge WIllians on the Appeals Court.

And Professor Sharkey. Professor Sharkey from
NYU is one of the nation's top authorities on nmany
different issues, including economc |aws rule,
puni ti ve damages, and federal preenption. She is an
appoi nted public nmenber of our very own ACUS,

Adm ni strative Conference of the United States, and an
el ected nenber of ALI. She received her Master's of
Science from Oxford, J.D. fromYale. She clerked for

Judge Cal abresi of the U S. Court of Appeals for the
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Second Circuit and Justice Souter.

So we are very fortunate to have you here today.
Wth that, we'll proceed with the presentation by each
aut hor of the report and the discussions of sone of
your process and findings, of course, within the
short, limted tine that we have. W will go into
nore detail as the panels -- as the series progresses.
But today is a true table setting of these issues.

So if we can begin, I'd like to start with
Justice Cuel lar.

JUSTI CE CUELLAR  Hel l o, can you hear ne?

MS. BRILL: Yes.

JUSTI CE CUELLAR  Ch terrific. Thank you. [It's
been a little bit nore challenging to get ny kids to
stop using their cell phones. Thank you, Hllary, for
that terrific introduction, and thank you to ACUS for
supporting this project. You are going to hear nore
fromny coll eagues about what we learned. | want to
give a little bit of context for why, in sone ways,
this report was 64 years in the making.

So yesterday Wayne County prosecutor Kim Wrthy,
probably many of you know, admtted that a faulty
facial recognition identification was responsi ble for
a suspect's erroneous 30-hour detention and

I nt errogati on.
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And stories like this make it pretty easy to see

why the public is getting interested in how governnent
uses this mx of analytical techniques in conputing
systens capable of |earning that go under the headi ng
of Al.

But | want to just take four mnutes to start
earlier in 1956. It's a humd New Hanpshire sunmmer,
and several scholars are organizing a workshop on a
topic they just decided to call artificial
intelligence. This notley crewis led by the quirky
mat hemati ci an John McCarthy but al so includes
| ogi ci ans, electrical engineers, cognhitive scientists,
shocki ngly enough, no | awers. And they waste little
time in sketching out an agenda that sunmmer that is
just striking to look at, the topics they were
di scussi ng, because sonme of the very words they used
to describe their scope of discussion could be taken
out of the report that we have just been working on
and rel eased 64 years |ater.

Bui | di ng knowl edge bases for digital conputers,
nat ural | anguage processing, conputer vision, and even
neural networks. They're all nmen and confident enough
to expect very rapid progress in the ensuing years.

Four years later, Senator John F. Kennedy | oses

New Hanpshire but wins the presidency, and the
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arrestable and brilliant Janes Landi s, schol ar of

adm nistrative |aw, probably known to many of you,
wites a report enphasizing to the President Elect the
crucial role of adm nistrative agencies. So he was
tal ki ng about the tricky bal ance between political
responsi veness and agency insul ation, the val ue of
governnent-wi de efforts to nmake themwork better, and
that effort eventually culmnates in the establishnment
of ACUS, which began operations in 1968.

It's fair to say that in the ensuing decades, at
| east sonme of the projects that Landis sketched out in
his transition report to John F. Kennedy got nore
traction and noved nore quickly than the agenda that
John McCarthy and his col | eagues sketched out at
Dar t nrout h, which tended to be nuch nore technically
daunting than they expected.

But things began to change in stages. On the
nati onal security front, research never abated on Al
and produced inportant changes in areas |ike avionics
and even RAND Cor poration advi sed geopolitical
strategy. And a few years later, of course, the
I nternet plus cheaper conputing power brought nassive
di sruption, and the rest is history.

So this rising interest in Al in the private

sector inits current incarnation naturally triggered
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anong a lot of us pretty intense questions about

essentially the intersection of the |legacy of this
Dar t nrout h wor kshop and the concerns that Landis spent
nost of his life on Iike what can we delegate to Al.
How can we conply with law in an Al-spiked world? How
do we stress test Al technology to detect its hidden
bi ases so we can avoid what just happened in Wayne
County? How can society change its civic institutions
to use algorithnms in a nore efficient way to wite
rules, to adjudicate? And how, given that change, can
we define nore stabl e goals against which to neasure
change?

And let's be clear. These questions are
obviously relevant not only to the federal governnent,
but speaki ng of Wayne County, to states and localities
t hat spend nore than 80 percent of all governnent
dol l ars, leaving aside entitlenents, debt service, and
def ense.

Al this is heady stuff, but the four of us
al nost sinmultaneously ran into a problemthat ACUS
hel ped us turn into an opportunity. It was hard to
engage wth these questions thoughtfully when we
didn't even have a basic working know edge of how nuch
Al was being used by agencies around the country.

So with the help of ACUS and with coll eagues t hat
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| just have delighted in working with at every turn,

we set out to pursue a project focused on getting a
baseline picture of how Al use was playing out in
gover nnent agencies, beginning with the federal
governnment. We recruited sone superb students from
Stanford and NYU to work with us. W did our best to
survey avail abl e testinony, press coverage, agency

di scl osures. W put to one side national security
agencies for others to work on in the future, and we
del ved nore deeply into particul ar agencies and i ssues
benefitting enornmously fromthe w sdom of federal
officials at a vast range of agencies, maybe sone of
you are on this webinar.

And since the goal wasn't just to chronicle what
agencies told us but to anal yze the conposite picture
t hat energed, we have the beginnings of this -- in
this report of a taxonony of concepts and ideas, the
structure and agenda of reform and a research that
will last for sone tine, maybe for another 64 years.

| think it's fair to say that Al use is already
extensive and varied in federal agencies and wll
becone nore so, and as you're going to hear from David
and then Dan and then Cathy, even the current picture
offers its share of striking surprises.

But the bottomline that | want you to renenber
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Is that this report was in sone ways 64 years in the
maki ng. Thank you, Hllary.
M5. BRILL: You're welcone. You're welcone.
Thank you. And that was a great history | esson and
true table setting. And | appreciate it. It was a
great story and narrative to set -- set the stage for

the rest of you.

Pr of essor Engstrom

PROFESSOR ENGSTROM  Sure, thank you. So I|'|
start by echoing Tio's (phonetic) thanks to ACUS.

ACUS was absol utely trenendous in supporting this
project fromthe start, and that ran from Matt Wi ner
at the top all the way -- all the way down. So thank
you. We couldn't have produced a report that we're as
proud of w thout your support throughout.

(I naudi ble) quite a few agency officials on
staff, perhaps, in the audience today. So this may be
nmy best chance to thank them and to say that, you
know, many of you are unsung in the report. W don't
cite you by nane. Agencies didn't want us to. But we
coul dn't have produced a report that was quite as rich
as it was without your help. So thank you.

Al right, I'"'mgoing to tal k about enforcenent.
That was the part of the report where I ran point, and

| don't have to explain to you that enforcenent is a
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critical part of governance. |If you have too little

of it, then there's probably costly |awbreaki ng goi ng
on out in the world. But going after the wong people
Is also costly, and it's unfair.

And so several agencies within the federal
adm ni stered state have begun using machi ne | earning
to support enforcenent decisions. And the report --
part 2 of the report is where the really rich case
studies are, and in that part of the report, we
profiled two tools, in particular, at the SEC that the
SEC has fully inplenented and i s using.

One of those tools exam nes transaction data. So
how do we structure data, nunbers, to catch insider
tradi ng? Another tool used at the SEC parses the
narrative disclosures of investnent advisors. So
these are registrants. People have to register with
the SEC in order to do what they do, and this is very
unstructured data. These are just paragraphs of text,
and the SEC is using a machine learning tool to
predi ct which anong those investnent advisors mght be
the bad apples, mght be violating the federal
securities | aws.

There are plenty of other agencies that are
devel opi ng or deploying nmachine learning in the

enforcenent space. The SEC, by no neans, exhausts the
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set. The Centers for Medicare and Medi caid Services

I s using sonme machine learning to catch healthcare
fraud. The EPA is devel oping sone tools that w ||
predict Clean Water Act violations. The IRSis
applying sone M. in the tax fraud context.

There's also interesting stuff at the state
| evel , and we assune that lots nore of this is going
to cone online as machine | earning continues to
proliferate throughout the federal governnment and is
joined up to the nountains of data on which nany
agencies sit.

So going forward, | think there are three kinds
of work to be done. |'m expanding on what we've
already done in the report. One is to continue to
surface use cases, to slice and dice them to
understand their different dinensions. And |'ve
started in on sone of this in sone of the follow on
work that |'ve done.

Qobviously, all of these enforcenent tools are
united by this common focus on shrinking the haystack
of a pool of violators. So you can think of these
systens as recommender systens. They're not fully
automated. They don't fully displace agency
di scretion. Rather, they hel p agenci es deci de where

to allocate their scarce enforcenent resources.

TSG Reporting - Wrl dwi de 877-702-9580




*Not Reviewed for Errors*

© 00 N oo o b~ w NPk

N N N N N N - = (o = - = = . - =
(62 S w N (o o (o] 00} ~ » ol BN w N - o

) ) Page 17
But beyond this, if you | ook across the tools,

they're very much a varied lot. They differ in their
sophi stication. They range from|l ogical, rule-based
Al to sonme fairly sophisticated fornms of machi ne

| earning. They differ in the types of predictions
that they make. They differ in their sourcing,

whet her they were devel oped i n-house by agency

t echnol ogi sts or whether they were acquired through

t he procurenent process.

And we think that one of the great contributions
of the report is to bring to |light sone of these
techni cal and operational details because as we think
about how we m ght want to regulate this, how we m ght
want to try to build an accountability structure
around these tools, those details are really going to
matter.

| have a skinny five mnutes. | don't even know
how much | have left, but et ne just say two nore
t hi ngs by way of placeholder that m ght inject sone
| deas into the conversation that's going to follow
these short little presentations.

So | think two fairly good things to think about
as we think about enforcenent tools and algorithmc
enforcenent tools, in particular, one is how these

tools are going to reshape the internal agency
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structure and operation. And then another inportant

guestion is how these tools are going to press on
doctrine and force us to think about agency
accountability in new ways.

So on the first of those, |I'mdoing sonme witing
here, and the way | like to think about it is that
these tools are going to shift the citing of
di scretion within agencies. And one nice way of
t hi nki ng about is that these tools, as they becone
nore and nore pervasive within admnistrative
agencies, they're going to push discretion up, over,
and out .

So up, they're going to increase the manageri al
control of the managers over the nore dispersed |line
| evel enforcenent staff. Over, they're going to shift
di scretion to technol ogists. One way of thinking
about adm nistrative laws, it's an effort to allocate
power within different types of agency stakehol ders,
anong different types of agency stakehol ders. So
think lawers, scientists, the political appointees of
the top of an agency. And | think these tools are
going to add technol ogists to that m x and sone
discretion is, therefore, going to be |lodged in the
t echnol ogi sts who will have control over the coding of

the al gorithns.
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Second really inportant thing to think about is

how we can build an accountability structure around
these. The lawyers in the audi ence know that for a
long tine, adm nistered | aw has hived off enforcenent
decision making fromjudicial review Part of that is
that we don't trust generalist judges to second guess
agenci es, especially around budgetary matters. But
part of it, too, is that we don't think we can really
reconstruct individual enforcenent decisions well
enough to permt judicial review

And so here's an exanple where the advent or the
I ncreasi ng uptake of these tools could really press on
doctrine in significant ways. And we m ght want to
rethink, for instance, that hiving off of enforcenent
deci sion nmaking from judicial review

So that's all I'll say. Those are nostly just
pl acehol ders. [I'Il assune we'll cone to the question
of judicial review and accountability later on. 1'l]
assune we'll cone back to thinking about howthis is
going to alter the internal operation of agencies
across different types of governance tasks. But
hopefully that's a hel pful injection of at |east a
coupl e of ideas into our conversation.

M5. BRILL: Thank you, Professor Engstrom Now,

Prof essor Ho, would you pl ease di scuss sone of your
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| ssues fromyour part of the report?

PROFESSOR HO G eat. Thanks, Hillary. And |
want to thank Georgetown and academ c, Matt and Todd,
in particular, for facilitating all this. David
al ready thanked the many agency officials who
participated in the research for this report.

The other really inportant elenent of all of this
was the way in which we brought 30 | aw and conputer
scientists, students from Stanford and NYU t oget her,
toreally wap their heads around these issues and
real |y peek underneath the hood of what kinds of M
techni ques were being deployed. So a big thanks goes
out to our students, as well.

|"ve been asked to just say a couple of opening
remar ks around how Al is being used in agency
adj udi cation. Before | turn to two of those exanpl es,
| just want to highlight one of the first parts of the
report, which is that wwth these students, we | ooked
at the top 140 agencies by FTEs, really to get a
ri gorous sense of the extent to which agencies were
deploying Al. And two basic findings fromthat canvas
were that out of these 140 agencies, nearly half had
really given serious consideration of the use of Al
and nmachi ne | earni ng.

That said, when the conputer scientists started
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to | ook underneath the hood to really ascertain the

| evel of sophistication, I think it was quite varied,
and there was only about 12 percent of the use cases
that were rated particularly high. Mny were sinply
providing insufficient detail to really cone up with a
ri gorous understanding of the | evel of sophistication.
So there is yet a fair anount of work to be done on
that front.

Let nme speak briefly about two exanpl es of
I nnovation for mass adjudication. The first is in the
Social Security Admi nistration. As ACUS knows better
t han nost agencies, ensuring the accuracy and
consi stency of nmass adjudication is a major challenge
for the adm nistrative state.

So we've known for decades and decades that there
can be a disturbing anount of arbitrariness in the
grant rates when judges within an office are randony
assigned to cases where grant rates, for instance, for
Social Security Disability can vary fromas |ow as 8
percent for one judge to 98 percent to another judge,
| eadi ng sone to decry this as a formof disability
roul ette.

And due process, that is the kind of
constitutional underpinning for mass adjudication, is

resource-intensive. It can take years at the Board of
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Vet er ans Appeal s, upwards of seven years for an appeal

to actually be resolved fromthe tine that it is
filed. So there is trenmendous -- there are trenendous
gai ns here, potentially, for using A, and the story
of innovation in this space really cones fromthe
Soci al Security Adm nistration's appeals council,
where the head of the appeal council, Gerald Ray, was
really creative in prototyping potential solutions to
overcone IT hiring rules. Judge Ray started to
identify | awers who al so could code and bring the
kind of structured information in to devel op tools
| i ke predictive tool of the kinds of cases that were
likely to be easy grants, therefore allow ng the
agency to skip hearings and nmake early grant
determ nati ons.

And perhaps the nost innovative tool here is one
t hat uses natural |anguage processing to catch errors
In draft decisions. So for instance, it wll parse
the draft | anguage by an adm nistrative | aw judge and
then | ook at the functional inpairnent that's
identified in the set of facts and conpare that
against a kind of table of job classifications to flag
potential internal inconsistencies in the decision so
t hat judges can go and review those draft deci sions.

That's an extraordinary story of innovation
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W thin governnment. But there are also two kind of

ways in which it connects to core tenets of
adm nistrative law, nmuch in the way that Professor
Engstrom sort of alluded to.

One is that for the better part of the nodern due
process jurisprudence, we focused on accuracy, at
| east since Matthews versus Eldridge. And one
guestion there is if you're (inaudible) hearings
whet her that mght |lead us to at | east reconsider the
kind of dignity prong of due process. At |east we
have anecdotal evidence of |itigants who cone in and
report really knowi ng they're going to | ose the case
but finding real value in sinply being heard.

And it's possible that by easing the burden of
processing these kinds of cases that Al could actually
recover that kind of |ost constitutional val ue.

And the other one alluded to also by Professor
Engstromis about the internal allocation of
authority. ACUS has thought a | ot about the
deci si onal independence of adm nistrative |aw judges,
and the adoption of sonmething |like the inside tool
tends to be hi gher anongst staff attorneys. And so
there's a question there about the internal allocation
of decisional authority wthin the agency.

Second use case |'ll just highlight briefly is an
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exanpl e of informal adjudication in the U S. Patent

and Trademark O fice, which is also no stranger to
backl ogs with 9,000 patent exam ners. And the PTO has
been prototyping nethods to inprove the classification
and search of trademarks and patents. So the idea is
the nost tine-consum ng part for any patent exam ner
Is identifying relevant prior art. And if you can
build better search nethods to reduce that search
cost, that could help cut down the backlog of the
agency.

On the trademark side, one of the nost innovative
tools is actually a conputer vision nodel that all ows
trademark exam ners to take a trademark sort of
application and see whether there are visually simlar
prior registered marks based on a kind of conputer
vi sion al gorithm

Two | ast points just on that exanple is that | do
think there are really inportant governance questions
as the prior speakers have alluded to. One point here
Is that we've |earned fromthe conputer vision
literature in the past few years there are | ots of
opportunities for adversarial |earning, neaning gam ng
of brittle conputer algorithns. And so if trademark
exam ners no | onger actually thensel ves inspect

visually simlar marks, it's possible for
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sophi sticated parties potentially to gane the

trademark registration process if they know what kind
of conputer vision algorithmis built out. And that
rai ses sone serious questions about accountability and
fairness with sophisticated parties are better
positioned to fool trademark exam ners.

And then the last thing that our -- the | ast
point I'll nmake here is that this PTO case study
hi ghl i ghts one of the tricky dinmensions in terns of
the role of contractors in building out Al solutions.
About a third of the use cases we uncovered were
devel oped by outside contractors. And oftentines
t hose use cases can be | ocked behind proprietary
source code. But in the PTO case, there was an even
nore sort of apparent potential conflict of interest
where the very contractor that was -- had built out a
nat ural | anguage processing-based engine to classify
patents for assignnent to different art units was al so
advertising selling the ability for patent applicants
to be able to wite their patents in a way to gain
particul ar argunents.

So | think there are real kind of governance
| ssues that need to be tackled in this space to nake
sure that Al is not abused in particular ways.

M5. BRILL: Thank you. And Professor Sharkey.
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PROFESSOR SHARKEY: Thank you. So | want to

t hank Georgetown and Hillary, as well, and al so give a
shout out to Alexandra G vens. A decade and a half
ago, she was one of ny very first students, |aw
students, and teaching assistants, and was phenonenal
in that role. It was wonderful to reconnect through
this work.

The second is, again, to thank ACUS. Just to be
clear, ACUS is sort of like a hallmark of ACUS that
t hey engage with academ cs and have us serve as
consultants but then al so serve as kind of a calling
card to get input froma variety of different federal
agencies and officials. And it's enornously hel pful

and productive, these kind of partnerships that they

enabl e.
My -- | have a history with ACUS. As Hillary, as
you nentioned, |I'man el ected nenber but al so back in,

| think, 2010 when Paul Verkuil resurrected ACUS as
its first head, | started as a consultant on a
different project in which | also enornously
benefitted frominterview ng federal official, agency
fol ks, many of whom m ght be on the call, and then
under Matt's | eadership was really honored to
participate in this endeavor.

Final prefatory remark is just in sone ways, |
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t hi nk our project was uni que, draw ng together not

only, you know, academ cs fromdifferent institutions,
Stanford and NYU, also drawing in expertise from
Justice Cuellar fromthe California State Suprene
Court, but the students that we gathered were both
| awyers and technical, conputer science folks. And in
a way, | think our project is kind of |like a m crocosm
of what's needed and what distinguishes this fromthe
earlier Dartnouth project, you know, that you
nment i oned because it brings together both |egal
expertise, policy input, along with technical savvy
kind of at the outset of thinking about sone of these
probl ens.

And just a smaller footnote, it includes wonen as
well as men. Femal e students, we have sone fenal e
col l aboration. 1've been in contact (inaudible)
reporters who say, oh, are there wonen interested in
machi ne Il earning and artificial intelligence, and the
future is bright if we | ook at (inaudible) students in
this project.

But a few remarks from ny perspective, | want to
t hi nk about sone of the findings that surfaced in the
report with respect to the Food and Drug
Adm nistration as a kind of window onto the future of

Al in regulatory analysis. And by regulatory
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anal ysis, we include standard setting, guidance

docunents, and ultimately, rule-naking.

And interestingly, the FDA is a great exenplar or
|l ens into sone of these issues because nost people
know that the future of healthcare, in particular, is
going to be increasingly nediated by nmachi nes, by
machi ne | earning, by Al technol ogies.

And the other thing is that Al tools are
extrenely data hungry. This is sort of a thene that
energes throughout our report. And it's inportant to
note that the FDA, which is the world' s | eading drug
regul ator, sits on an extrenely large repository of
data fromclinical trials. And so the potential of
bei ng able to harness enornous datasets using these
kinds of Al tools is really m ndboggling.

There's also not only this existing data reserve
but | ots of energing sources of data with respect to
el ectronic health records, wth respect to wearable
t echnol ogi es, and the |ike.

And so there are two main points that | want to
bring out into our discussion. The first relates to
sonet hi ng that Professor Engstrom foreshadowed, which
Is the way in which Al and nmachi ne | earning m ght be
actually quite transformative with respect to an

agency's m ssion.
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So the FDA is a great exanple of this. And from

ny perspective, at |least, what this does, the machine
| earning and Al kind of fuels a transformative shift
In the regulatory paradigmfrombeing primarily a pre-
mar ket and a cl earance for drugs and nedi cal devi ces,
shifting much nore into the post-market surveillance.
And that's going to harness using nmachi ne | earning and
Al with respect to dramatically inproved ways to
collect real world data and analyzing it kind of an
ongoi ng basi s.

But our report kind of uncovered with respect to
the FDA there is that the FDA is kind of at a
crossroads. On the one hand, they can go down an
avenue of further refining existing Al tools,
i ncluding primarily natural | anguage processing.
They' ve been using sone pilots that | ook remarkably
simlar to what David was nentioning with respect to
the SEC, nanely using natural | anguage (i naudi bl e)
processing to kind of sift through adverse event
reports and try to figure out which ones deserve the
agency's priorities and the |ike.

The second avenue and maybe a very, very
prom sing one that the FDA is really thinking about is
collecting nore structured or focused data and the

ways in which they can go directly to sources, sone of
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which | nentioned at the outset with respect to this

real world data.

Second, very briefly, a point that I want to
bring out is the relationship to this idea of building
I nternal capacity. | think the FDA, to ne at |east,
provided sone really interesting, surprising exanples
-- 1'"1l nmention one -- about the kinds of internal
enbedded expertise that's being devel oped.

And internal, what they call, incubator of
machi ne [ earning, Al technology is called | NFORMED at
the FDA. It stands for Information Exchange and Data
Transformation Initiative.

It was described to us, and we intervi ewed
various federal officials who are involved wth this
as a regulatory sandbox. |It's basically an internal
I ncubator within the FDA of sone of these machine
| earni ng Al tools.

And so to nme what stood out is this is a way that
an agency |like the FDA can "fail cheaply". Right?

The FDA is otherw se kind of an agency that woul d have
a lowrisk tolerance. Their decisions are |ife and
death decisions. So you -- the margin for error there
Is pretty small. But having this internal incubator,
they can try to kind of have exploration of sone of

t hese tool s.
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And the second and final point I'll make is that

the FDA is an interesting agency because they not only
are going to be using these technologies internally,
they regulate Al out in the real world. So they have
been approvi ng nedi cal devices, for exanple, that use
machi ne | earning/ Al technologies. And so there's a
way in which they have this internal incubator, and
they are publishing their findings fromthe depl oynent
of sone of these technologies. They can search "e-

ri sk" (phonetic) certain machine |earning/Al tools
that the private sector then can have nore confi dence
as they go about using them Thank you.

M5. BRILL: Thank you. Thank you so nuch to all
of our panelists. And nmany of you nentioned all of
the different people who participated in the report
and the inportant coll aboration between technol ogi sts
and | awyers. And that has always been at the core,
al so, of what the institute is trying to do to bring
technol ogi sts and | awyers together, and we are really
pl eased to see a report like this cone from such
col | aborati on.

You al so nentioned a variety of things about
accountability. You nentioned relationship building
and internal capacity, Professor Sharkey. Surprising

exanples of Al in different governnent, a |ot of
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benefits in Al because we focus on concerns of Al, but

there really are benefits to be recogni zed here, and
di scussi on of ganesmanshi p and how do we handl e third-
party vendors.

W' re going to discuss sone of these in the tine
that we have and then have sone questions fromthe
audience. | want to first address bias, bias in Al,
we know that that's a concern, and the report notes it
as well. And racial bias, especially, is a concern
wth the problemof artificial intelligence and
machi ne | earning systens. This is true across the
board, no matter what the systens are designed to do.

You note in your report that bias can conme from a
variety of different factors. It can cone from
whet her the human coders -- thensel ves
unintentionally, it could conme fromunrepresented
data, |inking datasets that m ght not otherw se be
connected, or other sources.

But what | want to ask you on a prelimnary basis
Is what are sone of the use cases where the potenti al
for bias that you guys | earned about in your research
that the potential for bias concerns you the nost.

And who wants to start?
JUSTI CE CUELLAR:  |'m happy to start. | wll|

just tell you that obviously, bias is a huge problem
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But | will -- and then I'Il give you one context where
the teamthat | was working with, they certainly
rai sed concerns about it, and then I'Il just highlight
one of the difficulties in talking about bias in the
Al cont ext.
So we | ooked at sone published reports and
testinmony highlighting how agenci es that do border-
rel ated enforcenent use facial -- or beginning to use

facial recognition. And this is an area, of course,
where not surprisingly, the full extent of what is
currently happening is sort of probably well beyond
what we were able to wap our m nds around.

But there was enough that we could get a sense of
that highlighted sone of the very -- Professor
Engstrom for exanple, was tal king about where the
shift of discretion out includes the extent to which
an agency purchases a set of software that reflects an
architecture for thinking about visual data and
wor ki ng through visual data that nmay have
probabilities of failure nodes, even in the absence of
any adversarial effort to nmake that happen.

So when the Wayne County stuff was reported, |
was not surprised. | would say there's no question
that there are probably sone contexts where processing

of visual data can be useful to an agency and probably
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advance social welfare. But we have to be pretty

careful .

Now, | et nme highlight one way in which the whole
di scussion of bias gets really tricky. There are
going to be a lot of situations, and faci al
recognition will be one exanple where you can | ook for
bi as around race and around gender, where the
definition of bias is pretty clear.

But then there are other contexts where the
trade-offs are really about val ues, and one person's
bias is another person's legitimte decision to
prioritize one outconme over another.

So if you think about the choices that state
regul ators and NHTSA and the private sector wll have
around self-driving vehicles and the troll ey problem
| i ke choices that have to be nmade about where you put
the risk, I think that we have to acknow edge t hat
there are sone blurry areas where questions that are
partly technical, partly policy responsiveness
guestions are also, in sone sense, at risk of
triggering concerns about bias, given questions of
who's in the roomwhen the decision maki ng happens, so
t o speak.

PROFESSOR HO  Yeah, |'m happy to follow on that.
| think Justice Cuellar is right to kind of point to
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the use case around facial recognition technology. W

have a kind of in-depth case study of the Custons and
Border Patrol Agency, where there were significant
errors, and it was really hard for the agency even to
ascertain what the source of errors were because the
system that had been built up was proprietary.

And we have a pretty substantial evidence base
t hat docunents the potential for bias in facial
recognition technology. And the National Institute of
St andards and Technol ogy itself has done really
terrific work on performance benchmarki ng of facial
recognition technol ogy that al so corroborates the fact
that across sone 47 vendors, there are really
significant performance differences in terns of the
accuracy of FRT when applied to mnority groups. So
that is an area of real concern.

Let nme say two other things. One is that the
scope of the report focused nore on the civil side of
t hi ngs, specifically carved out sort of national
security and mlitary applications, which are al so
sone of the areas of greatest concern. And so,
Hillary, when your question, what are the things
t hi ngs that concern you the nost, in a sense, we have
to be careful here about nobst -- you know, given that

It was covered within the report, given we excluded
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sort of mlitary and national security things, just

because we realized it was going to be very
challenging to gain any sort of transparent insight
I nto a nunber of those applications.

But the kind of thing generally that you worry
about that | think also connects to the civil
enforcenent side is what we now have seen in terns of
t he performance of predictive policing algorithns. So
there's a great paper by a set of nmachine | earners
that basically shows that if you target and all ocate
police officers based upon arrests and then feed
arrest data back into the nodel and refine it in that
particul ar way, you could send police over to the
exact sanme zip code over and over and over again in a
ki nd of runaway feedback |oop, even if the underlying
crinme rates were random

So that is areally inportant thing for agencies
to get right. And there is actually sone inportant
work to be done in terns of howto properly build in
I nformation as it cones in so that enforcenent
algorithns don't result in that kind of a runaway
f eedback | oop.

The second thing I'lIl just say is that as
Prof essor Engstrom had alluded to, there are really

| nportant doctrinal inplications here. On the one
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hand, a |lot of anti-discrimnation |aw has shifted

towards sort of anti-classification as an undergirding
principle. And what we know from the past decade of
work in fairness, accountability, and transparency in
machine learning is that blinding yourself to features
| i ke race and gender are really inperfect ways to
account for the potential disparate inpact of

al gorithns.

And so | think we're on a kind of collision
course between anti-classification and what is known
in the fairness in machine learning literature, which
Is that the way in which we understand and address
bias is by developing formal algorithns that really
build in these kind of fairness constraints that rely
on having neasures for protected attributes to really
build in the appropriate saf eguards.

PROFESSCOR SHARKEY: Just a quick word, too,
because, Hllary, you know, as you alluded to in your
guestion we could -- bias, typically, | think, people
put in the front of their mnds these issues about
di sparate inpact on various races, genders, et cetera.
There's an optimstic story about the infusion of
machine |l earning and Al with respect to bias, too, and
the FDA story kind of captures part of that, which is

that this is all about data, data, data, and how
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representative the data is.

And so for exanple, if we're worried that present
clinical trial data is rather unrepresentative, so it
doesn't include data on all groups in society, et
cetera, to the extent that these machi ne | earning/Al
tools allows us to harness lots nore real world
evidence comng fromall sorts of different groups, et
cetera, and seeing how things play out, that could
| ead to, you know, a de-biasing in a way that people
don't typically think about sonetines because they
don't raise anti-discrimnation type issues.

PROFESSOR ENGSTROM So let nme just -- |let ne say
a couple of very brief things, and I'll | oop back to
sone things that | talked about in ny introductory
remarks. | think here's one of the places where
really taking apart these tools and understandi ng
their technical and operational details can matter.

So think about the two SEC tools that | told you about
inny -- in ny five m nutes.

One of those | ooks at conduct that's already been
engaged in. If you think of that as |ike a reactive
tool, this is the insider trading tool. You're
| ooki ng at transactions al ready conpl et ed.

The other tool, though, is nore of a -- you can

call it a preenptive tool. You're trying to build a
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profile of a likely violator of the law, and that's

like a really inportant distinction if you think about
It when we think about age discrimnation and bi as
type concerns. A reactive approach where we have
perfect transparency over the equities markets hol ds
the prom se of perfect enforcenent and perfectly
nondi scrim natory enforcenent, if we can capture every
I nstance of wr ongdoi ng.

But the preenptive approach, where we're buil ding
a profile, is essentially a kind of profile. And so
there's nuch potential there for discrimnation. So
that's the first plug I'll make as to the useful ness
of our report inreally trying to get under the hood
of sone of these tools.

The other thing -- and I'Il go back to fromny
I ntroductory remarks -- is this is another place where
algorithnms really press on doctrine when you think
about these enforcenent tools. They are nostly hived
off fromjudicial review Prosecutorial discretionis
really inportant. The Arnstrong case -- this is an
equal protection case -- says that we don't permt
sel ective prosecution clainms unless there's a really
strong evidentiary show ng of both discrimnatory
intent and effect, and that's a really hard case to

make out to even get review of these things.
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So what you worry about in the enforcenent

context is that because (inaudible) in such
substantial ways that there's a sl ow burn of
di scrimnation that can go on.

Now, the use of algorithmc tools like crimnal
ri sk assessnent at the state | evel, those have al ready
been the subject of litigation. |It's likely we're
going to get a Suprene Court case on that. There wl]l
be guardrails built around those. You m ght not agree
wth what those guardrails are, but there will be
guardrails built around those particul ar tools.

But | guess | worry nore about that slow burn of
bi as, then, that can nake its way into sone of the
data analytics that a lot of simlar regulatory
agencies are using, and they won't be reachabl e under
current doctrine.

M5. BRILL: Thank you, all, for -- oh wait, did
you have sonething el se you wanted to say, Professor
Ho? | didn't want to interrupt you.

There are a variety of different thenes that cane
up with howto -- how should we potentially deal wth
the issue of bias. In addition to just finding bias,
but how do we deal with the issue of bias. And one
di scussion that you nentioned was, you know, we have

to first define what bias is, Justice Cuellar, and
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that's -- that also brings up a whole variety of

| ssues of what are standard settings on trying to stop
bi as, and who nmakes those decisions, and is it the
governnent, or is it the person creating the actual
software, and is that a private entity?

"' m not asking you answer that question, although
| would love it, but we don't have enough tine. |
want to nove on to -- because they were getting ready
to answer, and | wanted to nove on, actually, to the
question of transparency, frankly, as a possible
nmechani sm for sone oversi ght because oversi ght was
nmenti oned by several of you, as well, as sonething
that should be taken into account in artificial
Intelligence.

In fact, in the report, one recommendati on was
setting up an Al oversight board, for exanple. But
many agenci es, as you know, are using Al, frankly,
built by the private sector. And | believe it was
you, Professor Ho, who was tal king about this concern
of accountability and transparency with actual third-
party vendors. Sone people are calling it Bl ack Box
Al. O whatever way you want to describe it, which
can significantly limt the way that we can see how
t hose systens are being used due to trade secrets, if

it's athird party, or other types of |IP protections.
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So what -- it's so conplex now. It's not easy to

explain how these artificial intelligence systens
wor k, particularly when there's soneone outside of the
governnent who is nmaking it. So if we can't have
transparency, what do we do? What do we do for
accountability? Should we not have third-party
vendors? Should we ban these "Bl ack Box Al"? \What
pat hs do you see, in general, to increase transparency
and the challenges with increasing transparency?

JUSTI CE CUELLAR: | know you're trying to
del i berately be proactive when you say if we can't
have transparency do we ban all contractors. Like, |
woul d say, no, we don't ban all contracting, and |
woul dn't give up entirely on transparency. | know ny
col | eagues have a lot to say about this.

But let nme just franme it by saying one thing
about why we ought not to expect too nuch for
transparency. | think a fair read of our report is
that you don't really get an insight into how Al is
going to performin governnent if you just | ook at the
algorithmor the math behind the algorithm It's at
| east a function of what is the algorithm what data
will the algorithmuse, what is the reliability of the
conputi ng system and network that the al gorithm and

the data are being processed in, how does the user
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i nterface work to present data and reconmendations to

t he user, and how does the organi zation perform

So all that is to say that really this discussion
has to be about benchmarking at |east as nuch as it is
about transparency. And there are going to be sone
situations where an agency can and will naeke a
conpel ling argunent, certainly one that coul d present
a court, | would inmagi ne under the appropriate
statutes, that it has a good reason not to share every
single thing about howit's working wwth Al wth the
public for enforcenent-related reasons. But do we
need nore transparency? For sure. W just can't
expect that wll solve every problem

PROFESSCOR HO.  Yeah, one thing that the report
hi ghli ghts that becane really clear to us in talking
to a range of the agency officials is how inportant
what we refer to in the report as internal due process
Is in terns of at | east the agency havi ng enough of an
understanding as to how a tool is really performng.

So that, to go back to the SSA exanple, was the
brilliance of actually having a person |ike Kirk Lays
(phonetic) who was both a | awer and soneone who can
do fornms of natural |anguage processing really build
the systemout, and it was that internal capacity that

really enabled himto scope out what is a problem
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worth solving. And | think a quote fromhim-- "I

devel oped the flags | wanted to have avail able as an
adj udi cator”". And that is one of the kind of
chal | enges when del egating sonething out to a
contractor.

And | think at |east, as Justice Cuellar said, in
the enforcenent context, there may be reasons not to
have the deci sion system be conpletely transparent.
The IRS, for instance, in its audit selection system
guards very carefully how it selects because you woul d
really be worried about reverse engineering if
everyone knew exactly how audits were sel ected by the
IRS. But what's very inportant is that the agency
Itself, the domain experts, have a really clear
under st andi ng.

And Professor Engstrom may be able to give us a
little bit nore insight into that dynamc at the SEC
where it was very nuch the sort of |awers who were
demandi ng greater transparency and intelligibility of
the risks for selecting cases.

PROFESSOR ENGSTROM  Yeah, | can speak to that
briefly, which is as we talked to the SEC officials
and staff who put into place sone of the algorithmc
enforcenent tools being used within the agency, they

noted -- so take that second tool that | profiled, the
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one that tries to figure out which investnent advisors

m ght be the bad appl es.

So these are predictions that are generated in
sone central part of the agency by technol ogists. And
then those outputs are then handed off to line |evel
enforcers. And what we heard fromthe officials and
staff as we talked to them about the inplenentation of
this tool is that those |ine |evel enforcers are not
at all inpressed by being told that, hey, this fancy
machi ne I earning systemthrew a flag as to this
I nvest nent advi sor but not this one, you know, but not
t hat one.

They want to know why. They want to know, you
know, why the flag was thrown. They want to know
whi ch part of the narrative disclosure threw the flag.
And so this gave us at |east sone reason for optimsm
that the different -- that the splitting off of, say,
the technol ogists and those Iine [ evel enforcers in
t he agency actually creates its own internal form of
due process and demands for explanation.

M5. BRILL: Wuld you like to add anyt hi ng,

Prof essor Sharkey? | also -- | also wanted to say to
t he audi ence that you can provide questions. W're
open to a question-and-answer session, so please do

provi de your questions. But Professor Sharkey?
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PROFESSOR SHARKEY: Yeah, just very briefly. So

first, 1'lIl defer, of course, to Justice Cuellar about
what ki nd of argunents judges would find persuasive on
judicial reviewwth respect to transparency or not --

JUSTI CE CUELLAR | was tal ki ng about
hypot heti cal judges.

PROFESSOR SHARKEY: Right, right.

JUSTI CE CUELLAR:  And hypot hetical courts.

PROFESSOR SHARKEY: Mysterious point, though,
cones back to what | said earlier about our project
being in sonme sense this mcrocosm | think that what
it means in terns of having sufficient |evel of
explainability, reasons given, is a question that is a
nmerger of |egal expertise, policy expertise, and
scientific savvy.

So groups, for exanple, |ike NHSTA that were
nmenti oned before who are coming up with standard
settings in various areas, | think they are onto the
| dea that while they have these | aboratories with
scientists who are devel opi ng what's possible in terns
of the scientific capability, it behooves themto
reach out to legal policy analysts, not waiting --
sort of like the idea Iike we'll devel op the
technology first, and then the law will give us a

t hunbs-up/t hunbs-down. Getting the | egal policy input
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along wth the generation of this energent technol ogy,

| think, is really critical and key.

PROFESSOR HO  Yeah, ['ll say one other thing,
just in terns of where the case |aw i s headed here.
Many fol ks in the audience will know of the Wsconsin
Suprene Court's case in the Loom s decision, where the
crimnal risk assessnent score was chal | enged under
due process.

And one of the clainms by Eric Loomis in that case
was that the risk assessnent al gorithmwas cl osed
source, and it was not possible to actually know how
the risk score was cal cul at ed.

And the way the Wsconsin Suprene Court disposed
of the case was to conclude that because the inputs
into the algorithmin the presentencing report were
all available and transparent, there was no due
process violation in not being able to peek underneath
t he hood.

And | think if there's one thing a report really
highlights is that it's going to be inportant for the
future of algorithmc governance to actually
under stand how sonething really is engineered. It is
not enough, given the conplexity of nodels, to say the
I nputs are all transparent because there nmay be nmany

t hi ngs goi ng on underneath the hood that are going to
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be inportant as a policy and as a |l egal matter.

M5. BRILL: So | want to open questions up to the
audi ence, if we hopefully still have sone audi ence
menbers with us because this panel was schedul ed to go
from1l:00 to 2:15 and to allow you to have sone
opportunity after you heard the panelists to ask sone
questi ons.

And one question that was brought up by the
audi ence was specific -- oh, to submt a question,
pl ease type it in the chat box. So please open up
your chat box. Al of you have one. It is there.
There is a part that says questions. Please go into
the questions, and if you have one, please go ahead
and submt it.

One question fromthe audi ence was what part of
t he APA do you think Al challenges the nost.

JUSTI CE CUELLAR.  Ch, | love that question. [|'m
actually curious to hear what ny coll eagues say about
t hat .

MS. BRILL: Geat.

JUSTI CE CUELLAR: 1'Il just throw out what counts
as arbitrary and capriciousness has been zi pped up
kind of at the heart of adm nistrative |law for a
while, a portion of it, and | think that this is a

really great nonent where the question is being culled
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in a new way by the intersection of user interfaces,

al gorithns, data, and organi zational performance. And
| think we'll have to be a |ot nore specific about
what that neans.

PROFESSOR SHARKEY: Yeah, | would just echo -- |
nmean, a bunch of work that |'ve done outside of Al has
focused on how courts increasingly try to scrutinize
kind of the enpirical basis for what nmakes sonething a
reasonabl e decision on the part of the agency.

And so the focus, you know, this idea of what
part of machi ne | earning/ Al that gets infused,
particularly in the regulatory rul e-nmaking context, is
going to, | think, require probably the nost work.

M5. BRILL: There's a question -- oh |I'msorry,

Pr of essor Engstrom
PROFESSOR ENGSTROM | was going to say this is

just a give a boy a hammer nonent. Everything | ooks

like a nail. But I think this (inaudible) enforcenent
has al ways been this tweener governance task. It's
al ways existed in this kind of [inbo. It's both a

whol esal e and a retail endeavor that has an

adj udi cati ve conponent. It has a rul e-naking
conponent to it. And so | think that there is going
to be sone very interesting sort of near to mdterm

t hi nki ng that needs to be done about whether we m ght
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want to reshape ex-post review, allow relatively nore

chal l enges to enforcenent decision-nmaking that would
requi re sone kind of an anmendnent to the Heckler V.
Chaney |ine of cases.

It's al so conceivable that we would want to
declare algorithns and al gorithm c systens of various
types rules that are -- that nust go through notice
and comment. That doesn't nean every algorithmc
system woul d have to do so, but sone would, and we
could try to think about smart line drawings to
determ ne which types of algorithmc systens do have
to be pushed through that process. But -- and I think
it could be done.

But | think that -- | do think there'll be sone
very interesting thinking there, and it does present
all the usual trade-offs between ex-post review of
enf orcenent deci si on-maki ng or other types of
deci sion-nmaking or in a notice-and-comment context, we
could kind of call that ex-ante review.

M5. BRILL: Thank you. There is a question
specifically for Professor Ho. |1'mgoing to put you
on the spot. Professor Ho, can you speak nore on the
potential for reverse engineering of systens and
overly transparent systens? Are there any policy

remedies to mtigate thenf
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PROFESSOR HO As a | aw professor, it's nice to

have the tables turned on ne to be col d-called
(inaudible) like this. So just so | understand the
question, what are the potential renedies for kind of
reserve engineering, | take it?

Yeah, | think it's going to be one of those
fairly domain-specific inquiries. So for instance, in
the trademark context or the patent context, are there
kind of good faith obligations. And so if there is
soneone who has used a reverse-engi neered kind of mark
to evade the conputer vision algorithm it's an open
guestion whether that would potentially violate sort
of the practice rules in front of the PTO

But ny other coll eagues may al so have ot her
I nsights here as to the kinds of concerns that ari se.
There are, of course, other instances where
transparency and |i ke reverse engineering, if you've
got the incentives set up right, may actually be the
desirabl e thing.

So for instance, | think this is the interesting
contrast between sort of benefits algorithns and
enforcenent algorithns. |In the benefits context, if
part of what happens is you' re maki ng much nore
transparent the conditions under which you're entitled

to a disability benefit, that may not be reverse
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engi neering. You may actually be nore crisply

communi cating what the eligibility criteria are, and
that may actually be sonething that is desirable,

gi ven the docunented anmount of discretion that we do
see in nmaking disability determ nations.

PROFESSOR ENGSTROM  So can | tack on just a
little bit there? Wichis if youreally look into
the enmerging, quite excellent literature on
transparency around Al, both in the private sector and
in the public sector, there's lots of interesting
conversati on about what transparency neans, what types
of explanations would satisfy it.

So a distinction you'll often see is between
deci sion-1evel transparency and systeml evel
transparency. Decision-level transparency is where a
person mght be entitled to sone very thorough
expl anation as to the provenance of the particul ar
decision. But it could be that transparency is hashed
out quite nicely by nore systeml evel explanation.

Li ke what are the -- you know, what are the basics of
the nodel, what are the basics of the data inputs,
things |ike that.

And so | think here, it's inportant to note that
the logics and the inperatives of different governance

tasks are really different. The |logics and
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| nperatives of enforcenent are very different from

say, the social welfare benefits context.

And so we m ght want deci sion-|evel transparency
in the welfare context. But we can't provide that in
t he enforcenent context because it kills the tool. |If
you open source the tool, you kill its useful ness.

M5. BRILL: So in a sense, you're saying it
shoul d be context-specific for potentially what |evel
of transparency we have. And it's quite interesting -
- we don't have enough tinme for everyone's questions,
but many of the questions revolve around transparency
and what can be done to -- to solve the issues with
t hat .

And | can't say what's in the mnds of the people
that are witing it, but I think it cones fromthe not
under st andi ng and the concern and then everything
around the fear. And maybe if we understood what
these types of systens were doing, then we would feel
a lot nore confortable.

And | think as -- for those of you who have
questions that weren't answered, there are there nore
panels on this report, and there will be nore
di scussi ons about these issues.

So | want to end on this question. As you're all

| awyers, and you're all technol ogists, and you all
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have put together this great work, will Congress now

need to enact new statutes to govern how agenci es use
new Al tools, or will existing statutes be adequate to
the task? And let it be known, this is an audience
guestion. |I'mnot cold calling you. Any professor
can junp in whenever they feel confortable. But what
do you think about what Congress needs to do?
PROFESSOR SHARKEY: So I'Il jump in with -- 1"1[]
take it on small bore in the follow ng way. There was
a dispute that surfaced that's actually not reported
i n our report because we didn't focus -- we didn't do
a use case study for NHSTA, but we did review various
officials for NHSTA, et cetera, and there was a
di sagreenent as to whether or not their current
regul atory status allowed themto nmandate that car
manuf acturers give themdirect data or not and what
this nmeant for the future of their use of machine
| earni ng and Al.
And so | guess before -- what | would want to do
I s before answering that question about Congress does
or doesn't have to do, it would be worth studying
exi sting regul atory mandates, agency by agency, and
engagi ng in these debates about what -- you know, how
you can push the limts in terns of saying that the

agency already has the authority.
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And | would center many of these questions around

gathering of data, at |east for agencies |ike NHSTA
and FDA that are going to be these regul ators of
heal th and safety out in the real world.

PROFESSOR HO  Yeah, | also amreluctant to
specul ate as to what exactly Congress should do. But
| do want to kind of answer this broader thene,
Hillary, that you're pointing out as to concerns about
transparency because | really do think it goes back to
the point about internal capacity. That is the nost
conpl i cated machi ne | earni ng nodels right now could be
sl edgehamers to kill a fly. That is, there are --
there's a kind of conplexity/accuracy trade-off. But
It may not always require a sl edgehammer to solve
particul ar problens. And the people who are going to
be best situated to really understand that are going
to be agency staff who have an insight into these
tool s and understand the domain. And that's really
where we think sone of the biggest gains are likely to
be made.

There is also sone real fruitful nodels here, for
I nstance, in terns of academ c agency col | aborati ons
to start to bring in sone of that insight in-house
into the agency. So |I'm not sure about any specific

recomendations, but I think it is inportant to think
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about the internal capacity within agencies to

navi gate that transparency, conplexity, accuracy
trade-of f in choosing which tools are suitable for the
probl em at hand.

JUSTICE CUELLAR: | really like Professor Ho's
answer, and I'Il just build on it by making the
followi ng observation: there are two consi derations
that are normative and one that's descriptive,
practical, that m ght informany discussion of this
t opi c.

The first normative consideration is how nuch we
can realistically inmagine a trans substantive approach
to Al that is going to make sense at a high | evel of
generality |like APA style for NHSTA and for FDA and
for the SEC and for SSA and so on. And | have ny
doubt s.

| think part of what is hel pful about this report
Is to highlight how there are definitely cross-cutting
themes, but there's a ot of context-specific, subtle
work that really is right at the intersection of sone
fairly bespoke technical issues and sone very bespoke
| egal and factual and politically conmmon issues that
should Iive at the nore specific |evel.

The ot her normative consideration is how nuch we

want to preenpt the kind of experinentation happening
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not only in the private sector but in the states.

Laboratories of denbcracy with one or another
crosscutting sol ution.

The descriptive, practical observation is
Congress has had real trouble passing even basic
cybersecurity legislation. |It's not exactly in a
particularly productive period of its history for any
nunber of reasons. So query whether we can expect a
| ot of action.

M5. BRILL: W didn't ask if Congress woul d.

Wll, | guess -- if they shoul d.

JUSTI CE CUELLAR: Just throwing it in as an added
bonus for what it's worth.

M5. BRILL: | don't want to cut you off, but we
have just a nonent in closing, and | wanted to thank
all of you for the great insight and hard work that
you put into this report and the table setting.

| nmean, you brought up all the issues. You
brought up all of the thenes. You did nost of ny
wor k. You just summarized the fact that a lot of this
I s context-specific, and a lot of the thenes are
across the board discussions that other people seemto
want to hear about are about transparency, are about
what is bias, what does that nean, and who decides it,

and what are the actual agencies that are going to be
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determ ning that and setting those standards, and what

I's the public/private connection with that
rel ati onshi p.

And you said this is 64 years in the nmaking. |
don't think we have 64 nore years to answer those
guestions, although -- you know, it could happen that
soneone el se could be tal ki ng about renenber that
webi nar back 64 years ago. But we do need good
di scussions, and the rest of this synposiumw ||
hopefully bring it to the experts that joined us. So
t hank you all today for -- plenty of thank you to the
audi ence, and thank you again to ACUS and everyone who
hel ped make this possible.

MJULTI PLE VO CES: Thank you.

(End of audi o recording.)
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CERTI FI CATE

I, Wendy Sawyer, do hereby certify that | was
aut hori zed to and transcri bed the foregoing recorded
proceedi ngs and that the transcript is a true record, to

the best of ny ability.

DATED this 9th day of July, 2020.
P4

VENDY SAWYER, CDLT
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