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       P R O C E E D I N G S     (10:30 a.m.) 

  Agenda Item:  Welcome 

DR. KORN:  Welcome to the National Academy of 

Sciences and to our newly renovated building.  I am  

delighted to see so many people, and I am sure that  more 

will continue to come in from across the government , 

scientific communities and interested stakeholder 

communities, as well.   

My name is David Korn, and with my colleague, 

Richard Meserve, I have the great pleasure of co-ch airing 

the Academy’s Standing Committee on Science, Techno logy and 

Law, under who auspices this meeting is being conve ned.  

The committee, known to us as the CSTL, was establi shed 

more than 12 years ago with a broad mission, namely  to 

identify and critically examine issues that lie at the 

interface of science, technology and law. 

Not surprisingly, these issues are typically 

challenging, and sometimes contentious.  I am sure you 

would all agree that today’s topic fits comfortably  within 

this frame.  The matter of how the federal agencies  use and 

incorporate science in their decision-making proces ses is 

important to our understanding and to our acceptanc e of 

government decisions and the actions that flow from  them, 

actions that may have great influence on our econom y, our 
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environment, and indeed, our lives. 

Critical to this understanding and acceptance are 

the transparency of policy formation and decision-m aking, 

and the integrity of the processes in which the age ncies 

identify, evaluate and use the scientific informati on that 

underlies their decisions into actions.  Also criti cal are 

the ways in which the agencies disclose and communi cate 

this scientific information to their affected publi cs. 

For many years now, CSTL has explored the 

numerous ways in which scientific information is us ed and 

disseminated by the three branches of our governmen t and 

the implications of this for the scientific and eng ineering 

communities, our research enterprise, and our natio n. 

We therefore were delighted to have been asked by 

the Administrative Conference of the United States to 

provide a venue in which members drawn from the leg al, 

scientific and policy communities could meet to dis cuss the 

draft report authored by University of Texas law pr ofessor, 

Wendy Wagoner, and entitled, quote, Science in the 

Administrative Process:  A Study of Agency Decision -Making 

Approaches. 

I would like to thank Chairman Paul Verkuil and 

attorney advisor Reeve Bull, both of the Administra tive 

Conference, for their efforts in seeking this colla boration 
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with the National Academies.  I would also like to thank 

the Alfred P. Sloan Foundation – and particularly P aul 

Joskow and Paula Olsiewski – for providing financia l 

support for this workshop. 

We were very fortunate to be able to assemble an 

outstanding planning committee to organize today’s event. I 

would like to acknowledge these individuals and tha nk them 

for their efforts in putting together our agenda.  The 

planning committee was chaired by Jonathan Samet, a nd 

included Gretchen Jacobs, Paul Locke, Alan Morrison , Sally 

Morton, Richard Revesz, Joe Rodricks and Richard 

Zeckhauser. 

CSTL is committed to bringing together the 

scientific, legal and policy communities for fruitf ul 

discussion and debate about important issues of pub lic 

policy.  I am certain that given the importance of the 

topic, and the diverse range of individuals in the 

audience, today’s discussions will be animated.  I am 

hopeful that they may be successful. 

It is my pleasure now to introduce Mr. Paul 

Verkuil, Chairman of the Administrative Conference of the 

United States. 

DR.  VERKUIL:  Thank you, Dr. Korn.  It is a 

pleasure for the Administrative Conference to be sh aring 
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this program today.  On behalf of the conference, s ometimes 

known as ACUS, I want to thank the National Academi es and 

the Project Steering Committee for their efforts to  make 

today’s workshop possible. 

I also want to acknowledge senior fellow, Alan 

Morrison, who is, I know, working on the science NI S side, 

but also works with us obviously at the conference,  and 

having first proposed the idea.  I want to single o ut 

Gretchen Jacobs and Reeve Fuller, our staff who wor ked on 

the planning committee and have been very active in  this 

project as it’s moved forward. 

A few words about how we work.  As many of you 

know, the Administrative Conference is an independe nt 

agency that provides advice to the government, and brings 

together senior officials and private citizens with  diverse 

views, to provide non-partisan expert advice to age ncies, 

Congress and the courts in a wide range of administ rative 

issues.  In the words of President Obama, who stood  this 

organization back up in 2010 when I had the privile ge of 

being confirmed as the 10 th  chairman, ACUS is a, quote, 

public-private partnership designed to make the gov ernment 

work better. 

I get a lot of laughs when I say that, what do I 

do, and that is what I say.  Everyone says, make th e 
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government work better?  My gosh, how could you pos sibly 

think you’d ever get that done?  I do feel that we not only 

can get it done, we are actively getting it done.  We do 

have to be very careful about the directions we go,  since 

we have limited resources, and there are many more problems 

to solve presumably than there are people to solve them at 

this point. 

One direction we get, however, is from our 

statute, which in 2004 was amended as part of a 

reauthorization act to provide specifically that we  should 

look into ways to improve the use of science by age ncies.  

We have taken that Congressional brief on in this p roject.  

The conference itself is 101 voting members.  I am the one, 

there are 10 council members and there are 90 confe rence 

members, 50 of whom are senior government officials  and 40 

of whom are public citizens, so-called public membe rs, from 

a variety of disciplines and from various professio nal 

careers, including in the Academy and practice, and  public 

interest organizations. 

Every recommendation the conference issues goes 

through an elaborate process which I think it’s wis e to 

explain.  We issue recommendations, which are our 

equivalent of rules.  As many of you are familiar w ith 

agencies issuing rules, we started an early process  
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preparing our thoughts, having decided on a topic.  The 

first step we take is to engage an consultant here.   Of 

course, Wendy Waggoner, who is an expert in her fie ld, and 

who came to our awareness largely because of her fi ne work 

in this science law field policy and science before  we 

engaged her. 

She prepares a report, which is how consultants 

operate.  Then, when it gets through to the confere nce, we 

give it out to a committee, and this is a very earl y stage 

really.  The committee itself is composed of variou s 

segments, there are six committees in the conferenc e of the 

membership, including those who don’t vote but have  strong 

expertise in the field. 

Now, that committee is a FACA committee, as you 

are familiar with.  That means that, under the Fede ral 

Advisory Committee Act, its deliberations are open,  

everything is posted, including obviously the consu ltant’s 

report, and any work of the committee.  It is publi c and it 

is viewed.  You can look it up and watch videos, so  you can 

see it in later date if you want, and participate. 

Once it hits that stage, it is out there.  Yet, 

it is up to the committee really, with the help and  

direction of the staff, to formulate the recommenda tions.  

You have before you a recommendation that is still in the 
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process of emerging.  It was the first attenuated d raft 

that we worked on, and then we said to ourselves, w ell, 

sometimes there are so many questions that we ought  to 

let’s throw it open again and make sure we have the  best 

possible advice.  That is what we did by convening with the 

National Academies, this important program today. 

We stayed the process, we have the draft 

recommendation, we stayed the process.  The recomme ndation 

doesn’t track, I should emphasize, necessarily the 

consultant’s report.  It is not meant to.  The cons ultant 

is a starting point obviously, and then we end up w ith our 

own focus.  We may narrow it, as we have in this ca se, to 

the agency use of science, and that is how we have 

proceeded. 

Now, the committee will be working after we are 

through here in this fall, and several meetings hav e 

already been set up, and we will take the advice an d 

counsel we have received, and incorporate that into  the 

committee meeting.  The chairman of the committee, Will 

Russell who is not here today, will be then in a po sition 

to help direct our processes. 

Today’s workshop is really seeking the input on 

your part concerning what I think are best practice s.  That 

is really where the conference does the best work i t does, 
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by highlighting good examples used in agencies, and  

generalizing them across the agencies in government , that 

we provide a function that doesn’t exist otherwise,  which 

is for all agencies to come together as they do in one 

place and work on a process.  That is our process.  I think 

it is going to be well informed by the work today, and I 

appreciate all of the help that you will undoubtedl y 

provide. 

Now, let me take a moment just to introduce our 

next speaker, Richard Zeckhauser.  He is our first speaker 

today, and is the Frank P. Ramsey Professor of Poli tical 

Economy at the Harvard Kennedy School of Government .  

Professor Zeckhauser will offer an overview concern ing the 

Agency’s use of science, which will help set the st age for 

the panel discussions and deal with more specific a spects 

of regulatory science.  Professor Zeckhauser?       

  Agenda Item: Enhancing the Scientific Basis of 

Agency Decision-Making, Richard J. Zeckhauser, Harv ard 

Kennedy School  

DR. ZECKHAUSER:  I received this assignment 

because I wrote a memo shortly after we got the age nda, 

saying I think this is a wonderful agenda, but I th ink that 

we should start off by saying what is it that we’re  really 

after.  I thought a little bit about what we are re ally 
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after.  Particularly, I wanted to talk to you about  what I 

would call the enshrinement of transparency in the 

recommendations that are before us.   

On his second day of office, President Obama said 

government should be transparent, and republicans 

applauded.  That sufficiently unusual event that yo u might 

wonder what is going on.  Since many of us here are  

lawyers, not me, probably you are all familiar with  

probably one of the most famous statements ever mad e by a 

Supreme Court Justice, which is Justice Brandeis' c omment 

that sunlight is the best disinfectant.  That is a really 

great line.  It is very memorable and I have used i t in 

many of my papers, and I am sure many of the rest o f you 

have used it at various times. 

It turns out that that is very selectively true.  

For example, if you have murky water, adding a litt le bit 

of salt will help the disinfectant process.  If you  just 

leave a glass of water out in the sun, it will get 

disinfected.  But if you put in lime juice, it will  move 

six times faster.  I think what we need to do is we  have to 

figure out what is the salt and what is the lime ju ice.  By 

the way, if you are getting rid of microorganisms i n the 

house, sunlight will eventually do it, but I urge y ou to 

use Clorox. 
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Now, people long before Brandeis, long before 

President Obama, though about the virtues and liabi lities 

of openness in government.  Indeed, these were issu es that 

were discussed at length by people at Plato to Madi son.  I 

want to make a few comments about that, since trans parency 

gets so much support in the recommendations.  I wan t to 

just raise a couple of questions about that. 

First, the disclosure of everything tends to be 

the disclosure of nothing.  I presume some of you a re 

familiar with the very well-intentioned proposition  65 in 

California, which says that you have to reveal all of the 

carcinogens that are present.  This passed just a f ew years 

ago and that has resulted in an incredible laundry list, 

and nobody knows what carcinogens are available.  B y the 

way, don’t do woodworking because wood dust is one of them. 

I am an economist.  I worry about the financial 

meltdown.  The problem with the financial meltdown was not 

that there wasn’t tons of data available.  It was t hat 

people didn’t really have the ability, and includin g 

regulatory agencies, to sift through the vast mound s of 

data that they have to deal with.  The SEC today is  so 

burdened that it is very unlikely to find the next creative 

Bernie Madoff.  We will continue to pile more requi rements 
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on them and have them check forms, and go to every 

individual agency, but not be able to see the big p icture. 

I also want to suggest that what we have now, if 

we invoke the recommendations on transparency that are made 

here, could have an unfortunate evolution.  I like to think 

of these as the ABCD evolution of what would happen  under 

transparency.  First, under A, you would advocacy.  People 

who are interested in various outcomes would lobby to have 

certain elements of science included or not includi ng, 

including people within the agencies.   

Second is the problem of bias.  I have written a 

lot about cost benefit analysis, and it is frequent ly 

asserted that what is easily quantified gets excess  

attention.  The same thing is true on transparency.   If we 

have transparency on science, and no transparency o n cost, 

you can be sure that cost will be neglected. Now, I  think 

in the political process, cost will actually be tak en into 

account.  What we will end up with is very cost ine ffective 

regulations where we are saving lives or health or well-

being over here at great expense, and neglecting to  do it 

over there at much lesser expense for the same amou nt of 

effort. 

Cynicism will be bred, cynicism by both the 

public and by personnel in the agencies.  I had the  
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opportunity in the Kennedy and Johnson administrati ons to 

work in agencies that were supposed to deal with ev aluation 

and systems analysis.  At that point, the governmen t passed 

legislation saying that all social programs had to have an 

evaluation done of them so that we could significan tly 

improve outcomes. 

What actually happened in many agencies, 

including some in which my family members and I wor ked, was 

the reports would be issued, they would come in, th ey would 

immediately be filed and nobody would look at them.   

Everybody would sort of laugh about the process, so  I would 

worry about that. 

And D, after advocacy, bias, cynicism is 

distortion.  Let me just mention one example from t he FDA.  

The FDA, a number of years back, published the mech anisms 

by which they figured out how much tar and nicotine  was 

contained in cigarettes.  Cigarette companies, now having 

understood how the FDA did it, sort of taught to th e test.  

They figured out ways to deliver more tar and nicot ine to 

your lungs without raising the amounts that were in dicated 

on the test. 

I think that there are some things that we have 

to worry about.  The Administrative Conference talk s about 

what we are trying to do is assure basic accountabi lity of 
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government agencies.  I would say, as an economist,  that we 

should take cost and science into effect.  We also may want 

to have accounting for political values, which afte r all, 

as Professor Wagner discusses, do go into regulator y 

decisions. 

The last point that I want to make is cost 

doesn’t get much attention in the recommendations b efore 

us.  Indeed, cost doesn’t get any attention.  I don ’t just 

mean the cost of the citizens in the society.  I me an the 

cost of the agencies.  Agencies are supposed to, am ong 

other things, identify the scientific evidence that  they 

didn’t consider.  My guess is that for many importa nt 

studies, if you started the agencies working today to 

identify the science they didn’t consider, for any single 

regulation, it would take them at least until this time 

next year to be able to do that.   

There is an incredible amount of science out 

there, and even a well cited study may have 20 cite s, 30 

cites, 50 cites, 100 cites.  There are 10,000 studi es, I 

don’t know how we would bother to count them.  Plus , the 

fact that the agencies, just as I suggested, were s omewhat 

overburdened.  As any of us who have watched the bu dget 

non-compromise in the United States, we know that 

transparency is the enemy of compromise. 
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Elective transparency is the enemy of balance.  

Though, I think that we should evaluate these 

recommendations, as the administrative conference s ays that 

we should, to see basically, or at least the way I would 

view it, to see how well regulatory policy meets th e 

interest of the citizens of the United States.  It is not 

clear to me that transparency is the way to do that .  Thank 

you. 

  Agenda Item:  Session 1 - Use of Science in the 

Administrative Process: A Study of Federal Agency D ecision-

Making Approaches, Paul Locke, Johns Hopkins Bloomb erg 

School of Public Health, Moderator  

DR. LOCKE:  Good morning.  My name is Paul Locke.  

I am an associate professor at Johns Hopkins Bloomb erg 

School of Public Health.  It is my pleasure to kick  off the 

first panel today.  Our first speaker is Professor Wendy 

Wagner.  I am not going to go into her very extensi ve CV.  

We have reprinted that in our program, and in fact,  I want 

to let you know I am not going to do that for any o f the 

panelists here, which is because we really want to try to 

save time, to encourage the audience to participate  after 

the talks. 

Professor Wagner is going to spend some time 

giving an overview of her paper, and at the end of her 
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talk, we are going to have two commenters on the pa per, Dr. 

Granger Morgan and Dean Lynn Goldman.  Let me, with out 

further ado, turn the panel over to Professor Wagne r.  I 

will come back after the commenters, and moderate t he 

question and answer and comment session. 

PROF. WAGNER:  Thanks to the Academy and ACUS, 

and Anne-Marie in particular and the planning commi ttee for 

putting this together.  It is a lot of bright light s 

talking about these issues, so I am sure we will co me out 

with some interesting things at the end of the day.  

A lot of these problems are obviously very 

important to policies, and a range of policies, inc luding 

health and environmental policies.  Certainly, as I  

understood and appreciated, as I did this study, a lot of 

these are not well understood.  We really don’t kno w a lot 

about how the agencies are using science.  This is sort of 

the tip of the iceberg, in terms of the possibiliti es. 

My assignment right now is just to summarize the 

report for you.  Chairman Verkuil has indicated how  that 

report sort of fits into the ACUS process.  It is n ot an 

official report, the one that I wrote.  It is not 

published, it simply informs the committee’s delibe rations.  

I want to be clear from the outset, because this is  very 

important, particularly since we have so much sort of 
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science policy talent in the room, that the report is 

taking a very narrow slice of the larger science po licy 

pie. 

In a way, I view the report and the 

recommendations sort of as the excuse for the party  we are 

having today.  I hope that the report doesn’t limit  the 

conversations and the focus of the report.  When I describe 

to you what the report does, there are a lot of thi ngs it 

doesn’t do.  It doesn’t go into science advisory bo ards, it 

doesn’t talk about the role of privately produced 

scientified information, primarily by regulated par ties in 

the regulated process. 

A lot of issues that I care a lot about were put 

off the table, in order to come up with a narrow re port 

that could lead to concrete, practical recommendati ons.  

Even those recommendations are extremely soft.  I j ust want 

to be clear and, again, hope that we can open the 

conversation well beyond the relatively narrow boun ds of 

this report. 

Because Chairman Verkuil did such a great job 

describing ACUS, I am going to jump right in, tell you the 

topic of the report, exactly what it is trying to d o, 

briefly the methods, and then go through some of wh at I 
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would call hotter findings and recommendations, at least 

the ones I am most excited to hear your views on.  

Starting with the topic itself, how do you get a 

handle on the regulatory process in nine months, at  least 

with regard to science, and have some recommendatio ns at 

the end of it.  This was the source of considerable  flip-

flopping, and the committee helped a lot.  Actually , I like 

a lot where we came out, in terms of what this part icular 

project does.  All it does is study flowcharts esse ntially. 

The decision-making process the agencies use for 

integrating science through that process.  How do t hey 

integrate science, what steps do they go through, h ow do 

they find the relevant literature?  How do they put  that 

into a model, how do they explain it to non-scienti sts?  

What are the roles of political management in the a gency, 

what are the roles of career management, what are t he roles 

of interagency review?  What are the different piec es of 

the decision-making process? 

Now, this seemed like a really potentially good 

way to look at agencies’ use of science for a varie ty of 

reasons.  First of all, in the philosophy of scienc e, the 

process is a really central feature of rigorous sci ence. 

How does the scientists explain their hypothesis, t est it, 

explain their method, show their work, peer review.   
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Process really, in a way, defines robust scientific  

knowledge.  Now, we wouldn’t expect regulatory proc esses to 

map exactly against natural science processes.  Yet , the 

idea of process of going through the exercise is im portant, 

is one that seemed was worth bringing out, and look ing at. 

Another reason I think this turned out to be a 

really neat focus is because there is very little k nown 

about the agencies’ flowcharts.  When you actually look at 

Carnegie Commission reports or even Academy reports , they 

focus on a part of the process, but we don’t get th at 

overall sort of picture of how the science is integ rated.  

Obviously, since I am a lawyer, looking at the regu latory 

process was a much better focus for me.  I wouldn’t  get 

into substantive details about how different agenci es were 

waiting studies and so forth.  Process focusing, li ke a 

natural fit, and it was an exploratory study.  What  are the 

processes, and from studying those processes, is th ere 

anything we can learn. 

Well, luckily for me, I believe, it turned out 

that this is like a goldmine of things that are goi ng on, 

that are interesting to talk about, that may lead t o some 

interesting ideas.  Whereas some exploratory studie s, you 

know, you explore it and there is really nothing to  say, I 

think that we have something here in looking at dec ision-
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making processes. Again, I think the study is just a tiny 

little beginning of looking at processes and flowch arts as 

a way to understand administrative governance.  Tha t is 

what the report does.  That means it is not looking  at 

science advisory boards, not looking at a lot of ot her 

things. 

Now, in terms of the methods, again, this was 

sort of a short study.  It is the first step in dec ision-

making processes, and so I wanted to look at differ ent 

agencies that seem to be dramatically different in what 

they were doing.  I started with five agencies, and  through 

the process of research, whittled it down to three,  simply 

because of the lack of time and resources.   

The three agencies I ended up with were EPA, for 

its public health and environment protection, Fish and 

Wildlife Service, for its natural resource protecti on, and 

where the research looks very different, and finall y, the 

NRC, the Nuclear Regulatory Commission, and they ar e great 

because obviously they are looking at nuclear plant s 

licensing a variety of different kinds of integrati on of 

science.   

At the same time, from an administrative law 

standpoint, they are independent agencies, so they are not 

governed by presidential review.  These three agenc ies seem 
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to be good ones to pick for starters.  Let me say w e are 

groping in the dark here.  We don’t know much about  agency 

decision-making processes, so where I pick is obvio usly 

highly contestable.  Only through time are we going  to 

learn a bunch more.  It seemed like good places to pick. 

Now, in the case of NRC, it seemed that actually 

the approaches they take are relatively generic to 

integrating science.  Their flowcharts, in other wo rds, 

look roughly the same from what we could tell, rega rdless 

of what particular program we were talking about.  EPA, by 

contrast, is highly siloed.  When you look at the p rograms 

in EPA, they could vary quite dramatically from one  another 

in the flowchart of how to use science, so I had to  break 

EPA into programs. There, I looked actually at a ra nge of 

programs with regard essentially to sort of the out side 

buzz about those programs.  

I started with a National Ambient Air Quality 

Standards Program at EPA, because that is considere d, in 

the literature and from interviewees, the gold star .  It is 

really an exceptional program and I think my report  

reinforces a lot of admiration for that program. 

Really, on the flip side, EPA’s IRIS program, 

which doesn’t result in final rules, has received a  lot of 

criticism and heat over time.  It didn’t seem like you 
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could do a credible report on EPA’s use of science without 

looking at IRIS and trying to figure out what the f lowchart 

is there and how it compares.   

In the middle was EPA’s licensing of conventional 

pesticides.  It is an area that is not very studied .  We 

don’t even see much about it in the news, so it see med like 

a nice middle ground.  Those were the areas that I looked.  

In the Fish and Wildlife Service, I looked 

exclusively at Fish and Wildlife Service’s listing of 

endangered species and habitat designations, simply  because 

that seemed to be an area that receives a lot of at tention.  

I can’t tell whether that is representative of how they use 

science more generally, but it seemed to resonate, at 

least. 

I told you what the project is about, just a 

narrow slice, a narrow inquiry, and also the method s for 

trying to gather this information.  What did I find ?  I am 

going to give you three sets of recommendations and  

findings, and I will break them into three sets.  T he first 

set is, I think, very uninteresting to most people,  but to 

me, it is by far the most important. 

When I studied these programs, I expected to see 

very different kinds of science used under very dif ferent 

statuary circumstances by the agencies.  I knew tha t I 
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picked them for that reason.  What I didn’t expect to see 

was extraordinary variation in the agencies’ flowch arts.  

But even for exercises that seem to be somewhat sim ilar, 

for example, EPA setting of ambient air quality sta ndards, 

Fish and Wildlife Services’ listing of endangered s pecies.  

In some ways, you would think that the process of 

integrating science would look somewhat similar, at  least 

that is what I would have expected.  They were dram atically 

different, just with respect to this checklist. 

It also was clear from the study, and I guess I 

hadn’t expected it to this extent, that figuring ou t what 

the agencies’ flowcharts actually were is really di fficult.  

There are box diagrams in some cases, but they don’ t begin 

to explain actually how the science is integrated, the role 

of political management, all of these very importan t 

details are not specified.  It was only through ext ensive 

interviews that I could extract sort of the flowcha rt from 

this area of practice. 

The first recommendation is simply that the 

agency should explain how they integrate science ov er the 

process.  Again, sort of a yawn, however, I think t his 

could be extremely illuminating, both for the publi c, the 

world and the agency itself. I think there is not a  lot of 

self-awareness of the processes the agencies use.  I don’t 
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think that is also terribly time-consuming for the agencies 

to explicate essentially what they are already doin g.   

Along this first set of big picture 

recommendations was also an awareness. As I looked at the 

flowcharts, that the agencies, some in particular, had some 

very fascinating innovations, very creative ways to  

innovate science or deal with certain issues.  Yet,  no one 

else knew this was going on.  Again, looking at EPA ’s NAAS 

program, and I will talk in a few minutes about it,  there 

were some really interesting innovations there.  Th ey were 

proud of them, and other interviewees were excited about 

them.  Yet, when I asked other agencies, they had n o idea 

this was going on.   

In other words, there are a lot of excellent 

approaches that are being used understandably, that  simply 

don’t make it beyond that big program and the agenc ies’ use 

of that program.  It seems to me it would be much m ore 

efficient for government to start to share some of the 

successes and insight that some agencies develop in  narrow 

areas. 

The first set of recommendations is simply, let’s 

talk more about flowcharts, let’s make them explici t and 

let’s try to extract from them certain innovations that may 

be useful to other agencies.  The second set of 
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recommendations then tries to begin that work, and again, 

that is I think where the focus of the discussions today 

will be on.   

In doing this exploratory search, were there 

innovations that seem particularly worthy of note t hat 

could lead to recommendations that the agency shoul d think 

about these types of things. In trying to pull out what 

seem to be the most creative and innovative, I was looking 

at a couple of things here.  One is, and some agenc y 

officials repeated this, what they really want to h ave in 

their programs is scrutiny of that science as it mo ves 

through the process. They want diverse experts kind  of 

looking at it, not only external, but internal.  On e agency 

high-level official said, I don’t want group think going on 

in my agency, and yet, I am concerned that will hap pen. 

One virtuous kind of innovation had a way of sort 

of keeping things mixed up, keeping that scrutiny o n the 

agency’s process, whether internal or external.  An other 

virtue is transparency, are they showing their work .  This 

doesn’t mean showing every single thing, but just l ike in 

science, where we want to know what your methods ar e.  Are 

they explaining their methods for integrating scien ce?  Can 

we figure out what the heck is going on when we loo k at 

that preamble? 
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Also, are there features of their process that 

start to map against science.  Science places a hig h role 

in the responsibility of scientific authors, is tha t idea 

something that can map into regulatory science.  In  doing 

this, with these sort of general goals in mind, it turned 

out that the EPA’s NAAS process actually had quite a few 

innovations that met these criteria. 

Now, after doing the study, I suppose I could 

rewrite the whole report to essentially be mostly a bout 

what we might learn from EPA’s NAAS process.  There  are 

other features of the report that find innovations 

elsewhere.  I just wanted to be clear that a lot of  what 

ended up being special things came from that proces s.  

Again, that is a wonderful question for today.  May be that 

is in fact, a terrible process. All of the literatu re and 

all of the interviewees’ strong consensus that that  is a 

very, very well-done program post-2006. 

In terms of looking at specific best practices, 

now, because ACUS likes recommendations, these take  the 

reform of recommendations.  If you note, they are v ery 

soft.  It is not agency shall and we will sue if yo u don’t.  

It is simply that these are concepts or approaches that 

seem to improve agency decision-making processes th at 

deserve attention across government. 
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The first, and the one in some ways I find the 

most brilliant, came out of the NAAS process.  This  is the 

conceptual framework they have developed for integr ating 

science into the decision process.  The NAAS proces s takes 

five years, it is usually expensive.  I understand that 

operationalizing their big approach into very simpl e quick 

decisions is not easy.  However, what I am talking about is 

a conceptual approach that easily could be pasted i n a 

single preamble.  It is simply a way of thinking ab out the 

pieces. 

What the NAAS process does is first they say, 

here is our statutory mandate.  In NAAS, EPA has to  review 

every five years ambient air quality standards to f igure 

out whether they need to be revised, based on chang es in 

science.  The way they start that process is they s ay, 

given our mandate, what might we see in science tha t we 

should be considering.  What are the policy questio ns that 

we are looking to science, to try potentially to an swer.  

This narrow framing exercise was actually seen in a  number 

of agency programs, but in EPA, it is an explicit f irst 

step.  Let’s frame how we are looking at science an d the 

kind of questions we are hoping it can answer in th e get-

go. 
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The second step is doing a literature review.  

This is a formal process again, goes through peer r eview, 

goes through public comment, but every stage does i n the 

NAAS.  At this stage, EPA says, okay, here are the 

questions.  What does the literature tell us about this, 

what are the methodological weaknesses, what are th e 

strengths, what do we have, what do we not have.  I t is 

simply a document that does the literature review. 

Again, when I pressed other agencies, they seemed 

to think that this step probably did deserve to be 

separated out and talked about differently.  By doi ng this, 

all of a sudden, obviously we are pulling the judgm ents and 

the issues just on the literature out separately, b efore we 

get into the mess of applying that literature. 

In the NAAS process, the third step is 

integrating, and taking the literature search and f iguring 

out how to make predictive models, what to do with all 

that.  That third step again has a report and peer review 

again.  No other agency could emulate that extensiv e 

process, but the conceptual step, nevertheless, see ms to me 

to be the place to pull that out.   

The fourth stage of EPA is then explaining to 

sophisticated non-scientists what all the other stu ff is 

that came before it.  What we learned from the lite rature 
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review, what are the uncertainties, what do we know , what 

do we learn from the modeling?  This four-step proc ess in 

the NAAS, again, to me, provides a conceptual step for the 

agencies. It needn’t be extensive, but it is a way to, if 

anything else, organize the preamble’s discussion. 

The second innovation in the NAAS process, and 

this also occurs throughout EPA, is they actually g ive 

authorship and attribution rights to the staff scie ntists 

that are writing, for example, the literature revie w or the 

modeling step.  I never expected to see any of this .  This 

one, in particular, it never occurred to me that au thorship 

actually might play a role in regulatory science, i n 

circumstances when it actually can fit. 

Now, providing authorship to scientific staff has 

a lot of virtues.  It gives credit to agencies, sta ff 

scientists, so it encourages better service. It cer tainly 

gives them a stake in the studies.  It allows them actually 

to pull their name off if they dissent, so there is  a lot 

of nice features about having agency staff draft in itial 

reports. 

In the recommendations, I think we suggest that 

agencies should think more about attribution and au thorship 

as a way to ground some of these initial studies.  In some 

cases, it is not practical.  I don’t know what it w ould 
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look like at an operationalized level, but the poin t is, in 

our conversation, it is an issue that deserves more  

attention and though. 

A third potential innovation is what I call 

stopping rules.  This is actually drawn from an art icle 

that Sheila Jasanoff wrote.  She, in turn, pulled i t from 

the decision theory literature.  That is simply the  idea 

that if we are working in regulatory science, where  the 

science is dynamic and constantly changing, the age ncy 

needs to make a decision at some point.  When it wo rks 

well, the agency is forced to make a decision becau se the 

statute gives it a deadline. 

In cases where there isn’t a statutory deadline 

in a lawsuit, how does the agency finally come to a  close 

on evidence that is constantly changing.  That is w here 

stopping rules come in.  Stopping rules simply say,  this is 

where we are going to close the evidence.  We are g oing to 

close the record.  We will visit later, next time w e revise 

a rule.  We need a point to stop and this is the ex plicit 

point we have chosen. 

In the NAAS process, they actually have an 

explicit stopping rule.  At this point, the evidenc e 

closes, unless it comes in so significant that we f ind that 

we actually need to consider it, because it is so m aterial.   
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In the Fish and Wildlife Service, in their listing process, 

they actually have an implicit stopping rule becaus e the 

poor Fish and Wildlife Service, once they have a pe tition 

that asks them to list an endangered species, one y ear 

later under judicial review, they have to come out with a 

decision. 

Their implicit stopping rule is simply that they 

are under such a tight timeframe that there isn’t a  whole 

lot of changes in the record, from the beginning to  the 

end.  In the case of other agencies, though, it was  clear 

that they grappled with this, and that they never m ade 

explicit what they thought their stopping rule is o r really 

dealt with this head-on, so that is another recomme ndation. 

A fourth recommendation, even more preliminary, 

is the idea of dissent within the agency.  This was  

actually drawn, not from EPA, but from the Nuclear 

Regulatory Commission.  The Nuclear Regulatory Comm ission, 

over 20 years, has developed an enormous program to  allow 

and encourage dissent within its staff.  To the poi nt 

where, someone can file essentially a non-concurren ce with 

a decision, and that is adjudicated within the agen cy.  

This actually was an issue in Yucca Mountain. 

Now, it never occurred to me about the role of 

dissent in agency regulatory science.  Again, the i dea is 
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this encourages vigorous scrutiny, and it gets away  from 

the group think.  The recommendations lightly menti on the 

possibility of providing a right to dissent.  Now, when I 

asked other agencies, they said, yes, we have disse nt 

policies, but they are not written down.  At the ve ry 

least, it seems that if there are policies in place , it 

would be useful to potential dissenters to know wha t they 

are. 

Let me say this is a loaded issue.  It is hard to 

set up a dissent policy where it isn’t abuse, where  you 

don’t have whistle blower problems. I am not saying  

operationalizing the idea of dissent is easy.  Howe ver, the 

concept that scientists should have a dissent right  seems 

to be headed on the right track.  

Some of the other recommendations, I think, are 

much more straightforward.  We need to have some so rt of 

peer review where possible.  We need to do literatu re 

searches, and just in response to Dr. Zeckhauser’s comment. 

Actually, I wasn’t recommending in my report that 

the agencies had to make a record of all of the lit erature 

they reviewed, including the literature they didn’t  review 

that was actually added by the committee, I think, to the 

recommendation.  I agree with the concern that you raised.  

A couple of other things are trying to use delibera tive 
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process sparingly and publicize innovations, so som e sort 

of good government apple pie kind of recommendation s. 

I have given you the first set, the sort of yawn, 

but important.  The second, some of the best practi ces that 

hopefully, we will be discussing today.  The third set, 

external constraints on the agency.  It could only be me, 

but when I read President Obama’s directive and OST P’s memo 

and all the literature that came before it, it seem s to me 

an implicit assumption is that whatever might be go ing 

wrong in the agencies, with the use of science, can  be 

fixed by the agencies.  In other words, this is wit hin the 

four corners of the agencies.  All we have to do is  to 

remind that they need to do a better job. 

In this study, what kept coming out was the fact 

that there are actually some external constraints, mostly 

legislative, on what the agency can do, that signif icantly 

limit the ability to use science with full transpar ency or 

integrity, in any way that we might agree needs to be done. 

The last set of recommendations says hey, there 

are a lot of external reasons why these agencies re ally 

aren’t able to live up to what we might expect of t hem.  

Let’s at least get those out on the table and talk about 

them.  Now, at the end of the day, it could be that  these 

external constraints are good constraints.  Their b enefits 
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outweigh their costs, but at least, let’s put it on  the 

table and not expect the agency to be able to use s cience 

with integrity and transparency, when in fact it is  

precluded legally from doing that. 

Just as a few illustrations, the Fish and 

Wildlife Service again.  They are given roughly $25 0,000 to 

$300,000 in their budget for the listing of a speci es.  

That is how much money they have to spend, and they  have a 

year.  Now, what they do is miracle work in my view , when I 

look at the preambles.  I don’t think that is enoug h to do 

a good job, figuring out whether to list a species and 

designate its habitat, $250,000 from start to finis h in one 

year.   

Another example, in the IRIS program, they said 

they would love to have science advisory boards loo k at 

every single IRIS assessment, but a Clinton executi ve order 

caps the number of science advisory boards that can  be 

empaneled in an agency.  They basically sort of bum p up 

against a wall.  Instead, they have to use individu al peer 

reviewers and kind of try to make sense of what tho se 

conflicting accounts mean. 

Another example in EPA’s pesticide program, EPA 

uses a lot of manufacturer-produced studies, but by  law, it 

cannot share those studies with the public or other  
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scientists.  If you want to see the studies that EP A relies 

on, and from what I can tell, about 50 to 60 percen t of 

whatever lies on all of these studies, you have to go to 

EPA’s office.  You have to certify a bunch of thing s and 

you can only do so after the pesticide has, in fact , been 

approved.  Even then, your identity is shared with the 

manufacturers.  It is very difficult to see the stu dies.  

EPA has done its best to provide summaries, but tha t is 

another limit to transparency that, at least from a  

scientific vantage point, seems to be problematic. 

A second set of external constraints, and the one 

that is definitely the hot button in this report, I  think 

otherwise most of it is not terribly politically ch arged, 

is the recommendations on the Presidential Review, and 

OIRA, in particular, review of agency rules.  When I looked 

at the flowchart, at the decision-making process, a t the 

very end often, for significant rules, there is a p rocess 

where it has to be cleared through OMB.   

We have a lot of peer review and we have a lot of 

transparency, but at the very end, at least in theo ry, in 

the abstract, that review can take place in ways th at lead 

to changes, to how the agency characterized or used  

science.  In theory, some of those changes can take  place 

without any notice to the public or any transparenc y. 
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The report is being heavily revised on this 

particular recommendation in terms of the facts, an d it 

will be completely revamped.  It is not really ripe  to talk 

about the details in the report, but I think the ab stract 

issue is nevertheless a really important one for 

conversation.  The issue is, if we have a flowchart , is it 

okay to have a step that sort of pulls the needle o ff of 

the record.  Perhaps it is, at the end of the day.  If we 

are talking about a process, at least that can be r ecreated 

by the public and the scientists, it seems to be an  issue 

that is very fundamental to the idea of a flowchart  that we 

need to look at. 

In the committee, it seems to me to be the 

general feeling of the committee that this presiden tial 

review issue may be a very important one, but it’s left for 

another report and another day.  That is fine, the 

committee makes those decisions. 

At least from the perspective of drafting a 

report on flowcharts, and looking at each step, I s imply 

can’t just leave off that last step, where changes can be 

made that aren’t explained.  It seems to me we do h ave to 

talk about what that should look like.  Again, in t he 

abstract, I would be very curious to hear people’s comments 

on that. 



36 
 

 
 

I know I have gone over time and I appreciate 

Paul for not getting the hook out.  I just want to say two 

things in closing to remind you.  First of all, thi s is a 

narrow report.  A lot of other issues that deserve to be 

discussed, and I hope they will.  ACUS remains very  

interested in additional recommendations.  They don ’t have 

to be supported by the report.  If there are other 

innovations or other ways to look at that, those de finitely 

can end up as recommendations. 

Also, I wanted to remind you, too, that I think 

the focus of today is going to be mostly on the 

recommendations, because that is where the rubber h its the 

road, and my report is just a consultant report tha t isn’t 

published.  I do want my report to be correct.  If there 

are lots of details in there that aren’t material t o 

today’s discussion, but you have comments, changes,  please 

get them to me.  Email them to me, give them to me in the 

halls.  I very much want the report to be as strong  as 

possible, even on the issues that turn out to reall y sort 

of matter, so that I at least get what I did right.  

I really look forward to the discussions.  I 

think even if we produce nothing, which I am sure w on’t be 

the case, it is cause for celebration just to have us all 
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here talking about practical reforms to agency proc esses.  

Thank you very much.                  

DR. LOCKE:  Thank you very much, Professor 

Wagner.  I would like now to ask Dr. Goldman to com e up.  

She was chosen first because her presentation slide s came 

up first. 

DR. GOLDMAN:  Thanks very much for inviting me to 

participate in this very important workshop.  I sho uld 

begin with a caveat that I didn’t even know about t his 

workshop until just a few days ago.  I am a little bit of a 

last-minute replacement from the person who they re ally 

wanted to have speak to you.  Anyway, I will do my best to 

soldier through, and I hope all of you can tolerate  my 

comments here. 

I want to begin by just congratulating Wendy 

Wagner for a very nice report, and for what I know is a 

very difficult process, in terms of trying to reaso n 

through these flowcharts from the various agencies which, 

as you say, can be difficult to do.  I know that th at was a 

fair amount of effort.  I think it has produced qui te a bit 

that is, as you say, meat for discussion about ways  that 

things can be improved. 

I believe that my task here actually is just to 

comment not so much on the recommendations, but mor e the 
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kind of the conclusions leading to the recommendati ons, and 

that Granger is doing that, as well.  In the next s ession, 

we are actually getting more into the recommendatio ns 

themselves.  That is, anyway, what I am prepared to  do. 

I am just going right to the first issue, which 

is this issue of the availability of the reference list and 

underlying references that support these agencies’ 

scientific processes.  I think that everybody would  agree 

that any kind of agency process that depends on the  

literature needs to have, at its foundation, a very  

transparent system for anybody in the public, to be  able to 

see what was the literature that was utilized, and that 

that literature was successful.  Of course, that is  very 

difficult when it comes to literature such as the t oxicity 

tests that are done for pesticides. 

Having at one time been the assistant 

administrator for the office at EPA that regulates 

pesticides, I understand how these pesticide review s work 

very well.  It is a standardized set of tests that are 

performed.  Those test guidelines are published, so  that is 

completely transparent, where the data come from an d what 

the study designs are that produce the data.  Anybo dy can 

see those. 
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The EPA does publish summaries of each study, and 

shows the data that they abstracted from those test s.  Even 

though the studies themselves are considered to be 

propriety information, those who are interested eno ugh to 

read the test guidelines, to dig into EPA’s webpage  and 

find the data reviews, actually can get a lot of th e 

elements that one would wish to have for the sake o f 

transparency. 

I would say that there are few people I know who 

are that deeply interested, and that they have actu ally 

been willing to do that.  I think that the EPA prog ram is 

not the only one in the government where there is p roduct 

licensing based on propriety testing.  I do think t hat this 

is a best practice to publish the testing guideline s, and 

to publish the summaries of the data.  I happen to think 

that the pesticide office could use a better method  for 

making those studies available.  The website was cr eated 

probably about 12, 13, maybe 15 years ago, and it d oesn’t 

use the most modern tools to allow you to search fo r 

things.  That is the way life can be in the governm ent, as 

well. 

I would not recommend in this area an approach 

that is overly prescriptive, and in fact, I think t hat 

Wendy Wagner did not, either, in terms of saying th at 
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somebody would tell the agencies exactly how to put  these 

data up.  Part of why I wouldn’t recommend that is that we 

are in an era where our informatics tools are rapid ly 

evolving.  We should have better and better ways of  being 

able to make this kind of information available to people.  

We shouldn’t constrain the agencies by saying, use this 

cookbook approach or that approach.  Rather, we sho uld try 

to find ways to incentivize them, to modernize thei r 

approaches as much as possible and keep pace, which  I don’t 

think they have done. 

Staff authorship and attribution, I absolutely 

agree that this is important.  I think it is import ant for 

a number of reasons.  One of the things that the Na tional 

Academies has been very concerned about actually is  the 

career paths for scientists in the federal governme nt.  An 

obstacle to that has been the lack of opportunities  for 

publication.  I think that this would have a wonder ful side 

benefit, in terms of allowing the scientists to bet ter 

document what their contributions have been, and be  able to 

take credit for those, have a little more career mo bility 

between agencies, maybe between being in government  and the 

university than they have today. 

Certainly to allow agencies, or encourage 

agencies, to develop better tracts for scientists.  A 
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frustration I had at EPA was many scientists being drawn to 

a management tract, which would be rewarded more ge nerously 

than a scientist tract.  Finding ways to reward sci entists 

is difficult if you don’t have something like the a bility 

to attribute authorship. 

In terms of the issue of dissent, here, I have a 

slight disagreement, not on the basic principle of allowing 

the provision of dissent, and having more transpare ncy 

about how that works, but more in the matter of the  

emphasis that is given on dissent as being almost 

inevitably leading to withdrawal or leading to the 

development of if you made a separate opinion.  I t hink 

that generally the thing that needs to happen with dissent 

is that there needs to be a culture of science in a n agency 

whereby dissenting views are well discussed and are  well 

understood, and can potentially affect the way that  people 

are evaluating the science.  Sometimes dissents are  a way 

of being able to shine a light on a facet of the sc ience 

that maybe the majority of the members of a review group 

didn’t appreciate.  Sometimes dissenters themselves  may 

have a blind spot in some other area of science.  H aving 

those discussions and those examinations, I think, helps to 

shine a better light on the science, and improves t he 

quality of the product.  Also, it often helps to sh ine the 
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light on uncertainties, and sometimes dissenting vi ews 

really need to be incorporated into a report, to be  able to 

better communicate the range of uncertainty about o ur 

understanding of the science in an area, because wh ere the 

dissent is really coming from is that there are a r ange of 

legitimate interpretations, but that different indi viduals 

have different interpretations.  Incorporating thos e views 

is a way of communicating that to decision makers, without 

necessitating the provision of a separate opinion o r 

somebody having to take an adversarial stance towar d their 

colleagues, basically. 

Encouragement of peer review, I think there is 

very strong consensus about this.  In fact, the Nat ional 

Academies have been in the forefront over many year s in 

encouraging peer review in the agencies.  Of course , the 

devil is in the detail.  One area that wasn’t reall y very 

well explored in the report, but certain highlighte d in the 

report, is that it is not just an issue of whether there is 

a peer review or not, but the quality of the peer r eview.  

Who are the experts who are engaged, and what are r eally 

the restrictions. 

I think all too often actually the restrictions 

are restrictions that have to do with the availabil ity of 

resources.  Actually, there are science advisory co mmittees 
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that can form working groups.  I don’t think we hav e to 

have an indefinite number of FACAs appointed, in or der to 

do peer review. 

I think the real issue is that science advisory 

board type reviews are very expensive.  They requir e the 

engagement of experts who volunteer, but they have to 

travel, they have to be served, you have to have st aff to 

take care of them.  A really good thing that happen s, and 

you mentioned this in the report, is that they have  a 

chance to deliberate among themselves and do the sa me thing 

that I would hope that agency scientists do. 

That when you engage experts individually, it may 

appear that they have differences of view that then  provide 

an unclear path forward for the agency scientists, whereas 

if you engage them as a group and give them a chanc e to 

have discussions, they can often iron out differenc es and 

actually produce a much better quality product in t erms of 

peer review.  Again, I don’t think that you have do ne this, 

but I would warn against a very prescriptive regula tory 

approach to peer review, which I don’t think would be very 

likely to be helpful. 

I don’t know if this can be read, now looking at 

it, it looks a little small.  In terms of the propo sed 

analytic steps, certainly that the policy questions  should 
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be laid out in advance makes a lot of sense.  I thi nk that 

there is a missing step in what was put forward.  I  don’t 

know if it is on the flowcharts that you evaluated,  Wendy, 

but it probably should be.  I think this was really  the 

basis of the critique of the formaldehyde report.  That is 

that all too often, there really isn’t a study desi gn.  

Those of us who are involved in doing science know that we 

believe that we should design our study before we c arry it 

out.  We should generate hypotheses, we should lay out a 

priori, how we are going to test those hypotheses. 

All too often, it appears that in these reviews, 

there has been no design ahead of time.  If you may , 

there’s room for kind of manipulating the data, 

manipulating which models you are using, which stud ies you 

decide to include and exclude.  Laying out ahead of  time 

what the question is going to be, what a priori, wh at are 

going to be the criteria for inclusion and exclusio n of 

studies, which models will be used before the data are 

under analysis. 

It is kind of maybe something that doesn’t need 

to be done with a process like a pesticide review, where it 

is almost always the same set of data following a s tandard 

agency process.  It is kind of laid out in protocol  how 

that is going to be done.  On the other hand, for a n IRIS 
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review, where each chemical may compose a completel y unique 

set of scientific considerations and challenges, it  is 

probably a good idea to have that kind of a practic e in 

place. 

In terms of assessment of the evidence, the next 

step that Wendy laid out, I think that that could b e parsed 

out into separate steps.  Again, I think this came up in 

the formaldehyde review, but first the search of th e 

literature and transparency about how that is done.   

Second, the decision about which studies are includ ed. 

Third, the review and assessment of the quality of the 

studies and transparency about that, which really o ught to 

be again laid out in the study design.  Then, fourt h, a 

process to abstract the data from the relevant stud ies, how 

the data are abstracted is very important.  Selecti on of 

the data, whether the data need to be reanalyzed in  order 

to provide data that can be utilized in a review an d all of 

that. 

Again, if it is a pesticide registration and it 

is just data from required toxicity tests, that is pretty 

straightforward.  Usually, that is not going to be the 

case.  Application of the evidence for next step, a gain, I 

think that ought to be determined a priori.  If it is in an 

agency standard operating procedure or policy docum ent, 
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that they are following that, it is fine.  But wher e they 

are departing from that, that should have been laid  out 

ahead of time.   

That is the arena where something like I think a 

pesticide review has to go to external peer review,  either 

department from an already peer-reviewed practice, 

utilization of novel models, data, novel data sets.   The 

more that is happening, the more peer review is req uired in 

my view.  Then, finally, the bridging of the eviden ce to 

policy questions and I am about to wrap up here. 

Stopping rules, I would agree in principle with 

this, and certainly, when you have something like a  NAC or 

a pesticide registration, where the law says that t hat’s 

periodically going to be reviewed, and the resource s for 

doing the review, it is easy to do that.  What is r eally, 

really difficult is something like an IRIS assessme nt where 

there is no schedule mandated.  How do you determin e when 

you are going to stop? 

I don’t think that the answer is well, you stop 

unless there is something significant that comes al ong, but 

significant in whose eyes?  How do you determine th at 

something new is significant enough to be significa nt and 

to cause another two or three-year delay, which is often 

what it amounts to in a process? 
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An idea that I would like to float is that maybe 

we need to reconsider that these reviews are done, and move 

away from the idea that we are producing documents,  and 

into an idea that we are doing an assessment proces s, and 

that that is a process that could be iterative, and  maybe 

it could be done in a way that would allow for cont inuously 

updating these kinds of assessments.  I don’t think  that we 

are making full use of the tools that we have.  I g uess I 

am very inspired, too, by something that the Nation al 

Toxicology Program is trying to do along these line s, in 

terms of making the data something that are amenabl e to 

reanalysis over time. 

Clear explanations, nobody would disagree, I 

think, with that.  I don’t think a prescriptive or a 

regulatory approach might improve the explanations,  but I 

do agree that OSTP could take a role in encouraging  the 

spread of better practices among agencies.  I think  there 

is no doubt of that.  I think that the last recomme ndation 

is spot-on. 

In closing, I really do think that this is a ripe 

area for work across the government.  I am really h appy 

that the administrative conference is interested in  that.  

I have been heartened by the fact that the OSTP, as  well as 

OMB, have been working with the agencies in this ar ea.  I 
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do want to caution people, though, especially here in 

Washington, not to expect too much from this.  I th ink that 

there are a lot of issues with how the regulatory p rocesses 

work.  There are a lot of issues, a lot of concerns  about 

regulations, especially in the economy that we have  right 

now.  It is not clear to me that very much of that at all 

is embedded in this issue about science and how the  science 

is done.  Thank you very much.                        

DR. MORGAN:  While Lynn talked about some 

specifics in the report, I have been asked to give some 

more general thoughts on the use of science in the support 

of regulatory decision-making.  The classic model i s that 

one does science, and then that informs the policy process.  

Actually, back in the mid-60s, Arthur Kantrowitz pr oposed 

this notion of science court, ostensively to improv e the 

consensus about the science before it got thrown ov er the 

transom to the policy folks. 

I think also on the basis of conversations I had 

with him, as much as motivated by the notion that w e needed 

to protect the purity of science from this messy po licy 

process.  I think a rather more realistic model loo ks like 

this.  It is rare that science directly is in a for m that 

can be used by the policy process.  There is this i mportant 
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intervening step of doing analysis to put the resul ts in a 

form that is useful for policy-making. 

Then, in the 70s, Alvin Weinberg offered this 

additional elaboration, that is that not all questi ons that 

can be posed in the language of science can be answ ered by 

science.  Alvin called this trans-science, and poli cy 

analysis, though it obviously can’t answer trans-sc ientific 

questions, can often at least put bounds on things.   In 

many cases where the end would have to be millions of 

rodents or something, and you simply can’t get a de finitive 

answer.  Policy analysis again can at least bound t he 

results. 

Now, when I wrote this editorial in science back 

in 1978, we had sort of just begun to get serious a bout 

quantitative policy analysis.  I want to read you o ne 

excerpt from this.  Good policy analysis recognizes  that 

physical truth may be poorly or incompletely known.   Its 

objective is to evaluate order and structure in com plete 

knowledge, so as to allow decisions to be made with  as 

complete an understanding as possible of the curren t state 

of knowledge, its limitations and its implications.  

Like good science, good policy analysis does not 

draw hard conclusions unless they are warranted by 

unambiguous data or well-founded theoretical insigh t.  
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Unlike good science, good policy analysis must deal  with 

opinions, preferences and values, and it does so in  ways 

that are open and explicit, that allow different pe ople 

with different opinions and values to use the same analysis 

as an aid in making their own decisions. 

Now, that brings us to the subject of decision 

roles.  A standard decision role in science, of cou rse, is 

avoid false positives.  You don’t want to get stuff  out in 

the literature that turns out not to be correct, be cause 

then it can lead people down long paths that it is a waste 

of time.  In contrast, and quite appropriately, the  

standard decision rule in public health is when in doubt, 

act to protect. 

Often in public debates, people talk as though 

they are discussing the science.  When in fact, wha t they 

are arguing about is the decision role.  We need to  try to 

make this more explicit.  Unfortunately, this rarel y gets 

pointed out in those debates. 

Now, it is fine to argue that we need standard 

practice.  If by standard practice, one means thing s like 

adopting peer review, then I have no concerns.  How ever, 

this constant pressure on agencies to produce and i mpose 

detailed guidance, essentially cookbooks on how to do 

analysis.  For many routine, regulatory decisions, 
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following such guidance will produce reasonable res ults.  

Some regulatory decisions that involve issues of sc ience 

and technology don’t lend themselves to analysis by  

following fixed sets of pre-ordained steps.  In tho se 

cases, agencies and other scientists and analysts n eed to 

have the flexibility to develop and use methods tha t do 

make sense.  I will say more about this in a moment . 

Now, when the stakes are high, it is inevitable, 

and in a democracy that values free speech, that th ere will 

be attempts by interested parties to distort, misre present 

or induce public doubts about the science.  In my v iew, the 

best ways for regulatory decision makers to deal wi th this 

is to have high quality technical experts on their staffs, 

to use high quality external advisors and reviewers , and to 

draw upon peer reviewed literature to the full exte nt 

possible. 

Now, many of the normative judgments that have to 

be made in regulatory decision making can be politi cally 

awkward and controversial.  It is not surprising th at 

regulators often try to avoid making explicit decis ions by 

hiding behind the science or treating normative que stions 

as though they were scientific questions.  A good e xample 

of the latter is this fantasy that somehow the valu e of 

life is an empirical quantity.  I mean, you can do studies, 
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but this is ultimately a normative judgment to be m ade by 

regulators. 

Analysts should have the freedom and the courage 

to sometimes say, this is nuts, and take a differen t 

approach.  For example, Executive Order 12866 requi res that 

agencies do a benefit cost analysis of all major ru les.  I 

am going to give you three examples where I think a gencies 

should have adopted some other approach. 

The first is the regulatory impact analysis for 

the final mercury and air toxic standards.  Now, EP A needed 

a number.  They needed to say, what is the cost of not 

controlling mercury emissions.  They went through t his 

elaborate procedure.  They observed that people wit h 

slightly lower IQs earned less.   

They said, if we exposed kids to mercury and 

there’s an IQ decrement, what is the change in expe cted 

earnings over the course of their lifetime.  That w as the 

number on which this thing was based.  I don’t thin k we are 

a society that wants to be making this sort of deci sion 

about exposing kids to neurotoxins, on the basis of  modest 

changes in their earning potential over their lifet imes. 

Another, the Americans with Disability Act, now 

this is an Act that established a right.  I mean, i magine 

that, for example, that we had 12866 in place back when we 
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passed the Civil Rights laws.  Did we really want t o 

subject them to benefit cost analysis?  Yet, rather  than 

pushing back, we went through this elaborate proced ure to 

show that the benefit succeeded the cost for the Am erican 

with Disabilities Act. 

The last is the Integrate Agency Working Group on 

Social Costs of Carbon.  I do analysis for a living , and 

you have got to admire the elaborate stuff they wen t 

through.  The bottom line was, we don’t know, and s o we 

ought to treat it parametrically.  They could have said 

that up front, and so it really does have to be occ asions 

where an agency says, this is nuts, and goes to OMB  and 

tries to persuade them that they should be allowed to do 

something differently. 

Now, while agencies such as EPA have gotten much 

better about getting much of their technical work s ubjected 

to peer review, at least at EPA, and I suspect else where, 

the most important products don’t always get review ed by 

the most scientific competent reviewers.  For examp le, it 

is my impression that the EPA Science Advisory Boar d, which 

I chaired for quite a while, doesn’t always get ask ed to 

review the agency’s most important documents.  Inde ed, 

sometimes these get reviewed by ad hoc groups that get 

assembled by contractors.  Agencies would do well t o 
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require that their most important products do get r eviewed 

by their highest quality peer review processes.  Wi th that, 

I will say thank you.   

Agenda Item:  Discussion with Participants 

DR. LOCKE:  I would like to thank our speakers, 

and also at this point, I would like to open the fl oor for 

questions and comments.  To sort of streamline thin gs, we 

would like to ask you to keep in mind three ground rules.  

The first one is when you do approach the microphon es to 

make a statement, please tell us your name and your  

organization affiliation. 

The second is please limit your comments or 

questions to two to three minutes, so we can have a  good 

flow of discussion.  The third is if you have decid ed to 

come to the microphone to make a second comment, pl ease 

yield to someone who has not yet made a comment, if  that 

person is in line with you.  There won’t be a test on this 

later, by the way.  For those of you who would like  to make 

comments, I see we have one or two people at the 

microphone.  Let me start right here in front of me . 

MS. STEINZOR:  My name is Rena Steinzor and I am 

a professor at the University of Maryland, Carey Sc hool of 

Law.  I wanted to comment on the issue that Profess or 

Wagner raised, that is kind of the elephant in the room 
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here.  That is the question of OIRA participating i n the 

review of regulatory science.  I wanted to articula te, 

because I think that the ACUS process has really re stricted 

the ability for this point of view to come out very  

clearly, why some of us are so troubled by OIRA’s r eview of 

science. 

There has been an assumption for many years in 

this country that these agencies are set up as expe rts, 

with people who have a variety of disciplines, not just 

economics, but a variety of engineering, scientific  and 

managerial disciplines, to make the best regulatory  

decisions.  What has been happening, it has really been 

happening for quite a long time, but it has come to  the 

fore is that the White House has become much more 

aggressive about reviewing the rules and changing t hem.  In 

an empirical study that I did with some colleagues,  we 

found that 84 percent of the rules at EPA were chan ged. It 

is very difficult to know what these changes were, because 

the process is not transparent, and that is step on e of 

Professor Wagner’s recommendations. 

The reason we are troubled by this is that OIRA 

has one scientist on its staff, maybe two.  The ide a that a 

body that is political advisors to the president, t hat have 

very limited expertise in science, would be changin g the 
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science, the findings of agency scientists who are very 

well equipped to make these decisions, in a way tha t is not 

transparent, is deeply disturbing to us.  I think I  speak 

for a few people at least in the room.  These proce sses are 

very time-consuming, and the number of people that share my 

point of view is funded by foundations is somewhat limited.  

I would ask that we keep this front and center, bec ause I 

think it’s a very important point.  Thank you. 

DR. LOCKE:  Let me turn to our panel for some 

comments. 

DR. GOLDMAN:  I can comment from a couple of 

perspectives, one being maybe among a few people in  this 

room that has actually probably spent dozens of hou rs with 

OIRA staff about rules during the time I was at EPA .  At 

that time, they did not have scientists on the staf f, but 

questions about the science, nonetheless arose.  Th ey arose 

because of the fact that one of the rules that OIRA  has is 

in funneling the comments from all the agencies tha t are 

concerned across the government, the interagency re view of 

rules.  Sometimes those comments have within them e mbedded 

issues that are science issues that the OIRA staff feel 

that they must transmit to you. 

Also, because they do have meetings without 

outside parties, and sometimes those outside partie s bring 
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issues, often that are identical to the very issues  that 

they brought to the agency prior to the drafting of  the 

proposed rule, often had been reviewed by agency pe er 

review or science boards and all the rest.  Nonethe less, 

the OIRA process is yet one more opportunity for th ose 

individuals to hope that maybe this time someone wi ll give 

them a different hearing.  That has been going on s ince 

prior to the time that there actually were scientis ts in 

OIRA. 

If I place myself in the place of being the head 

of OIRA, I would like to have science staff there f or, 

because otherwise, it is very difficult to even und erstand 

these comments.  What are these comments? Are they 

important comments?  Are they relevant comments or not?  At 

the very least, from that standpoint, I think it ha s been a 

positive thing that there now are a couple of scien tists in 

OIRA. 

Are a few scientists enough to review every rule?  

No.  I mean, if you look at the process here at the  

National Academies, I have chaired committees here that 

have more staff than the number of staff on OIRA.  In 

addition to that, their number of volunteer members  who 

actually do the work of the committee.  You almost never 

see the same individuals again and again and again,  serving 
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on committees.  I certainly have been qualified to be on 

certain committees, but I would never dream that th ey would 

appoint me to a committee to review a technical iss ue 

regarding airline engines or you name it, all of th e things 

that OIRA looks at from across all of the regulator y 

agencies in the federal government.  There is no wa y that 

there is any small group of scientists who are qual ified to 

look at the science that is involved in all of thos e 

issues. It is just not even conceivable. 

I think there are people who think that they can, 

and that is part of what I was trying to imply abou t the 

unrealistic expectations that I think people have.  I think 

people that would hope that a small group of scient ists 

like that could second guess all of that science.  That is 

not possible.  I don’t think it has been clear enou gh, and 

here is why I would agree with what you just said, Rena. 

I don’t think it has been clear enough when 

regulations have been returned by OMB or when they have 

been stalled, because there are many that have, des pite the 

90-day deadline, have stalled. It hasn’t been clear  enough 

why, and whether those reasons have to do with the science 

and the review of the science, or other reasons.  I  do not 

think that has been adequately explained.  
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DR. MORGAN:  You need to remember the three-box 

model rather than the two-box model that I put up.  Making 

judgments on regulatory matters have strong normati ve 

components.  Somebody has to make calls about how t o 

interpret the science, and how to add the value jud gments 

and how to weigh off various things, or trade off v arious 

things. 

To go back to the opening remarks from Dick, the 

problem is that if you have to do all of this in a fish 

tank, it can be really awkward.  Now, I agree, ther e is a 

real opportunity for the right or the wrong kind of  OMB to 

fudge things. That is, to really put a heavy thumb on the 

scale that may be inappropriate.  At the same time,  though, 

I don’t see any way around having to incorporate a set of 

value judgments on the basis of by an administrator  and by 

an administration. 

Though there may be a case to be made for 

providing a bit more feedback, in terms of rejectin g a 

particular proposal, at the same time, opening all of that 

up strikes me as just not likely to produce better 

decisions, but to simply drive it off into other pa rts of 

the process.  For example, we all know that all act ivities 

of FACA boards have to be conducted in public.  The n, of 

course, you go to dinner and you hold the serious 
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conversations.  You don’t want to push OIRA into th at kind 

of situations. 

PROF. WAGNER:  Just real quickly, obviously this 

is part of the report that is in process.  It was c lear in 

the follow-up interviews I have had with primarily OIRA 

officials that they feel very strongly about the 

deliberative process protections for the exchanges that 

they have, and the need to definitely be able to ha ve those 

in candor for a whole variety of reasons.   

The Executive Order 12866 under Clinton, does 

simply require that we have a record of the changes  that 

were (off mic).  Sort of at the end of the day, not  getting 

into the discussions, just tell us basically what c hanged 

from this point to this point. That strikes me, I m ean, the 

Executive Order requires it.  That seems to be a go od way 

to kind of get to the win-win, it seems to me.  Tha t may be 

one way to think about it.  I think compliance with  that 

provision may be limited, but again, it is sort of a work 

in progress. 

I wanted to mention, too, that as I looked in 

this issue, OMB and OIRA routinely investigates sig nificant 

rules.  They have the executive order that tells th em to at 

least make the changes clear, or the agencies shoul d make 

the agencies clear that result from OIRA review.  T here is 
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no similar transparency requirements for any other offices 

of the White House.  White House Council, OSTP, Off ice of 

the President, they are completely excluded from ju st very 

limited transparency requirements. 

I wonder if we look only at OMB, whether we are 

potentially missing other places where lots of chan ges can 

be made sort of at the last minute without any publ ic 

transparency that actually affect the characterizat ion of 

science.  In an ideal world, at least we would want  a log 

of those changes. 

DR. MORGAN:  So Wendy, in the government, in the 

Sunshine Act, the amendments to the Administrative 

Procedures Act, I think that internal agency delibe ration 

is protected.  

PROF. WAGNER:  Right, the deliberations, I am 

just talking about, would it be, in an ideal world of 

science, transparency and integrity, would we want at least 

a log that the President came in at the last minute  and 

flipped the standard 180 degrees, including the 

characterization of the literature. 

DR. GOLDMAN:  I guess I would not want to do 

that, and for similar reasons to what Granger said earlier.  

That is that if you tried to say that there couldn’ t be 

conversations within the executive branch, say that  close 
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to the political process, then you would just drive  those 

conversations somewhere else.  Those conversations need to 

occur.  I don’t think that there is any practical w ay of 

saying people can’t have conversations that are hel d in 

executive privilege, especially as they concern the  

president.  I don’t see any practical way of doing that. 

PROF. WAGNER:  Again, I wasn’t suggesting the 

conversations at all were subject to any transparen cy 

requirements.  It is simply that if changes were ma de to a 

final rule, those changes are identified. Do you st ill 

think that is problematic?  That isn’t getting to t he 

deliberations. 

DR. MORGAN:  The changes are identified or the, 

for example, underlying political considerations ar e 

identified.  I mean, it is quite a different. 

PROF. WAGNER:  Right, I agree, so what about just 

changes? 

DR. GOLDMAN:  But they should under 12866, the 

changes should be identified. 

PROF. WAGNER:  That is only for OMB and OIRA, as 

I understand it.  It doesn’t apply to the other Whi te House 

offices.  It does? 

DR. GOLDMAN:  The reality is that what comes out 

at the end, it is just an integration of all of tha t.  It 
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is true, I mean, you don’t see how that happened.  You see 

a document that has changes, you don’t know who cha nged 

which words.  All of the changes would be identifie d. 

DR. MORGAN:  In the regulatory space, this is a 

very leaky system.  I am not aware of a major regul ation 

where OIRA has intervened and nobody can figure out  why.  

Read the trade press, it will tell you in gory deta il. 

DR. GOLDMAN:  Inside EPA. 

DR. MORGAN:  Or its equivalent, in other 

agencies. 

DR. GLEDHILL:  My name is Jonathon Gledhill, 

Policy Navigation Group. More importantly, I was a civil 

engineer in the Office of Information and Regulator y 

Affairs.  I know a lot about what you are talking a bout, 

and the practical application.  I guess I would sub mit very 

much like Professor Granger was saying, you’re miss ing the 

question.  The question really for science, when it  gets to 

OMB, is the trans science or what I call science po licy 

issues.  Those areas that can be framed in science,  but 

there is fundamental uncertainty of the time we nee d to 

make a decision to fully answer the question in the  

language of science.   

That are the issues that come before OMB, and 

that is where the majority of the discussions are.  It has 
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to do with model uncertainty, it has to do with unc ertainty 

about toxicology effects.  It has to do with uncert ainty 

about weighing this public policy value.  You can a lways do 

more in one area, but there is a cost in some other  part of 

society. 

As a civil engineer in OIRA during the early 

‘90s, I got called to do all sorts of things throug hout 

OMB.  Wind safety standards after Hurricane Hugo, 

Antarctica.  Basically, I speak geek.  Anything tha t came 

with an equation they called me or one of the two o ther 

engineers that were there. 

Now, my job was not to review the science, 

although I certainly could, because having followed  study 

with Professor Zeckhauser, and his colleague, Dorot hy 

Zinberg at Harvard, and then Professor Von Hippel a t 

Princeton in science and public policy. What they d rilled 

in you as a young student was, anyone could underst and the 

science with sufficient time.  Now, with the intern et, you 

can.  Distilling out the science and the science po licy 

questions are what public policy officials need, an d that 

is your price to the president and the Office of th e 

President.  

Wind safety standards, civil engineering 

standards made a perfect box.  The problem is, we c ouldn’t 
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afford that box.  If people couldn’t afford a new m obile 

home built to civil engineering standards, they liv ed in 

their cars.  The public policy tradeoff was not whe ther 

these were good safety standards, but were they the  right 

thing to do, the public policy response. 

Granger Morgan brought up about the Americans 

with Disabilities Act.  I know that one because our  firm 

was hired by the committee, the part of the Departm ent of 

Justice that does that.  The question was setting A DA 

standards for national parks.  As a civil engineer,  they 

said, well, we want all of our trails and campsites  

accessible.  I said, are you sure?  And they said, yes, and 

they were a bunch of lawyers. 

I showed them, I said, let me take one park.  I 

took Acacia National Park in Maine, and I showed th em what 

the cost would be.  I laid it out, using Means Cons truction 

Guide.  I brought in forder(?) trucks and grading e quipment 

and all of this.  They said why do you need water?  I said, 

well, you need to make a certain grade.  You have g ot to 

compact that soil with water, if you are going to p ave it. 

Pave it, we don’t mean to pave it.  Well, 

according to your data from technical experts from your 

committees you have got, the only way you can get a  

wheelchair up to these places if paved to a certain  
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compactness.  They said, oh, oh, well, wait a minut e.  We 

don’t want to pave all of the parks.  Good. 

The question is not extending a right, but the 

application of that relative to other public policy  

tradeoffs.  That is the primary role of OIRA, that is the 

primary role it is set up to do in the short period  of 

time.  Frankly, the application of science is more,  as I 

call myself, a policy engineer, not science.  We mu st 

preserve that role of engineering, i.e. the applica tion of 

science, the application of policy engineering, to come up 

with craft against different public policy tradeoff s.   

Transparency is fine, but as we know in 

engineering, the best test is does it work.  Some o f the 

applications of science in engineering aren’t neces sarily 

ones that can be disclosed or explained, but simply  seen by 

the practitioners of the field.  That should be the  

standard that OIRA held to.  Thank you.    

DR. LOCKE:  Thank you for your comments.  Let me 

see if the panelists would like to respond. 

MS. SASS:  I have a question actually.  Granger, 

it was you who brought up the example, I liked your  

phraseology where EPA shrugs its shoulders and said , are 

you nuts?  Do we have to take this?  I want to ask you, and 

any other of the panelists, what do you mean by tha t?  My 
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question to you is, you used it in the mercury rule  

example, what process are you suggesting? 

Are you suggesting there are some things that 

shouldn’t have to go to OMB?  Are you suggesting th at there 

are different kinds of dialogue with the OMB?  Are you 

suggesting that there is another kind of process?  My 

follow-up is going to be, how might the outcome of that 

particular example been different had it followed a  

different process that you might recommend? 

DR. MORGAN:  I guess what I was proposing in that 

specific case was that requiring a quantitative ben efit 

cost analysis, I mean, I understand, yes, they are allowed 

to consider qualitative factors, as well.  But this  notion 

that one must always quantify and do a benefit cost  

analysis for every major rule, whether it is to est ablish a 

right. 

If one could simply show, for example, that 

significant numbers of children would suffer IQ dec rement, 

isn’t that sufficient?  Do I really have to go the next 

step of figuring out what the expected value of the  reduced 

earning potential over the next 75 years of those k ids is?  

I am not opposed to doing benefit cost analysis whe n it 

makes sense.  Indeed, I think in most cases, it doe s make 

sense. 
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The point I was making on that slide is that this 

notion that we must do benefit cost analysis for ab solutely 

every major rule we undertake, and we must quantify  it, 

just strikes me as nuts.  In a situation like that,  if I 

were an administrator in an agency, and my staff ca me to me 

and said, come on, this is really crazy, I think 

administrators ought to go to the White House and s ay, 

look, we have got to figure out some other way to d o this 

than to go through all of this numerology, in order  to meet 

a requirement that doesn’t apply, and clearly doesn ’t apply 

in at least some circumstances.   

DR. GOLDMAN:  If I can add, and put a slightly 

different spin on things for this, that mercury sta ndard 

under the Clean Air Act, cost benefit analysis is n ot part 

of the decision-making process.  It is a mac standa rd, 

which has to do with the achievable control technol ogy. 

Actually, EPA leadership, I can tell you, has 

gone into OMB to discuss that kind of situation whe re a 

benefit cost analysis is being mandated by executiv e order, 

not by Congress.  Regardless of the outcome of that , there 

is still a Congressional mandate to do it.  Is that  at a 

great use of taxpayer’s resources?  Some people thi nk it is 

because they want to have this comparable data for 

everything, and they feel that it is important that  no 
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matter what Congress requires, that if you have tho se data, 

then you can compare everything. 

However, and this is a great case in point, there 

are a lot of non-quantifiable benefits to something  like a 

mercury rule.  We are kidding ourselves when we say  that 

just because we have that dollar value, that we can  make 

these comparisons in some rational way.  There is a  lot of 

unquantified benefit and cost to a rule like that.  People 

have said something about it, Granger.  It is just that it 

hasn’t gone anywhere. 

DR. MORGAN:  I know that, and don’t get me wrong.  

This is not a general argument against the executiv e order 

that requires benefit cost analysis of all major ru les.  I 

think, in general, it is probably a pretty good ide a.  Lynn 

is correct that for things under the Clean Air Act,  it is 

an exercise one goes through, in order to sort of, in a 

separate box, say, now is what the agency is doing actually 

cost beneficial.  In most cases, it is highly cost 

beneficial. 

All I was trying to say in that case was to 

illustrate the broader point I had made of a slide or two 

back, that there is not one size that fits all. Age ncies 

need, on occasion, to push back.  If the White Hous e says, 

yes, we are not willing to fold on this one, you ha ve got 
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to go figure out the expected decrement in lifetime s’ 

earnings of IQ-reduced kids.  Well, okay, then you go and 

do it.  I mean, you ought to go make them squirm. 

PROF. WAGNER:  It sounds like we have another 

ACUS study here on whether there should be a cookbo ok 

approach to cost benefit analysis or how we might t hink 

about it. 

DR. MORGAN:  Yes, well, you see, that’s the 

point.  I am not arguing that there ought to be a a lgorithm 

written down that says when you do and don’t do thi s.  I am 

saying that agencies should. 

PROF. WAGNER:  But it shouldn’t be a cookbook. 

DR. MORGAN:  They should take the initiative to 

occasionally say, we have got to do this a little 

differently in this case. 

DR. LOCKE:  We have two people, at least, who 

want to offer some questions or comments, and about  five 

minutes left.  What I would like to do is actually hear 

both of their comments, and then maybe ask the pane lists to 

respond to both of them, if that is okay with you g uys.  

MS. CASANO(?):  I don’t do FDA work, I don’t do 

NRC work.  I read Wendy’s draft report from the per spective 

of somebody who looks at OIRA assessments.  In my 

experience, limited as it may be, the problems that  
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Professor Wagner have identified really aren’t the big 

problems 

The big problem, as I see it, is what Professor 

Goldman said, is that too often, there is a lack of  a study 

design.  Decisions as to what criteria should be us ed to 

evaluate studies, to include, to exclude, to weigh,  aren’t 

laid out.  You read a draft assessment, for example , and 

you read about one study which has certain factors apply to 

it.  In the next paragraph, you read about a differ ent 

study and those factors aren’t mentioned, something  else is 

discussed. 

The formaldehyde assessment and the Bipartisan 

Policy Center both offered very concrete recommenda tions, I 

think, for addressing that issue.  I would like to suggest 

that that would be a very fruitful area for Profess or 

Wagner to explore in the next version of the report , or a 

different report. 

DR. PASQUAL(?):  Three points, the first point, I 

would like to point to the comment made by Professo r 

Zeckhauser about costs and the cost of transparency .  I 

hope that when the administrative conference consid ers 

cost, it also considers the cost of non-transparenc y.  I 

think there is a lot of gaming that goes on in the system, 

associated with opacity, and those are real costs t hat I 
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think have to be considered, as well, when consider ing the 

recommendations of Professor Wagner. 

The second thing also has to do with cost.  

Whatever the costs are, I think that the costs are 

distributed in varying degrees, as to who bears the  burden 

of persuasion.  In the decision rule that Granger p ointed 

out, it is quite right, I think, that there is a bi as 

against false positives.  If the administrative rul es were 

modified, so that we change that bias and guard aga inst 

false negatives, we also have to consider how those  costs 

are going to be distributed through the regulatory process.   

Then, the last point, I think it is fairly clear 

that unless the statute says definitely, that a rat ional 

basis for decision does not equal a scientific basi s.  I 

don’t begrudge the agency or OIRA’s ability to make  these 

judgment calls.  However, when they do result in th e rule, 

I would like to know the basis for those judgment c alls, so 

that I can determine and assess whether they indeed  were 

rational.  That is it.  

DR. MORGAN:  Let me just clarify to make sure my 

comment about decision rules was not misunderstood.   I 

think it is entirely appropriate in science to avoi d false 

positives and to set the bar very high, because if you 

start allowing stuff into the refereed literature, which 
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turns out subsequently to have not been appropriate  or 

correct, then it wastes a lot of time and resources .  You 

ought to use that when you look at published data. 

On the other hand, for regulatory decision 

making, there, I think, essentially a public health  

decision rule is the appropriate one.  If there is 

significant doubt, be precautionary.  The point I w as 

making is that often people in public debate argue about, 

well, you shouldn’t be doing this because there is not 

definitive evidence that this is a hazard.   

On the other hand, if there is doubt, then a 

regulatory decision maker ought to be exercising so me 

precaution.  That was the distinction I was trying to draw.  

If everybody in the audience sort of thinks the dec ision 

rule is the rule of science, whereas in fact the 

appropriate rule is the rule for public health, the re can 

be great confusion.  This is a confusion that advoc ates use 

to their advantage all of the time. 

PROF. WAGNER:  Those are all really helpful 

comments.  Just to pick up on two that definitely w ill find 

its way into the next revision of the report and 

recommendations.  The decision rules and pulling ou t more 

types of decision rules I think is an excellent poi nt.  Dr. 
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Morgan raised it and the last commentator, Dr. Pasq ual, 

mentioned it, great. 

Also, the study design point that Dr. Goldman 

mentioned and the first commenter mentioned, excell ent.  I 

think that is an absolute brilliant sort of addendu m to the 

beginning of the process. Again, it will find its w ay into 

the report.  I think that is a wonderful way to thi nk about 

it, so I very much appreciate those comments.  Than k you. 

DR. LOCKE:  Before we close out the panel, just 

let me see if the panelists have any last comments.   I 

would like to thank the panelists and I would like to thank 

you, the audience, for this great session.  I think  at this 

point, we are adjourned for lunch. 

(Recess for lunch) 
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AFTERNOON SESSION 

  Agenda Item:  Session 2 – Roundtable Discussion 

of Recommendations – Issues Related to the Integrit y and 

Transparency of Science-Based Regulation, David Kor n, 

Moderator  

DR. KORN:  We have learned that Judge David Tatel 

is not going to be able to be with us.  I am not a pinch 

hitter for Judge Tatel.  Let me make a comment or t wo, just 

while the last stragglers come in.  

I spent in between Stanford University and 

Harvard University a delightful dozen years in Wash ington.  

I was the head of research policy at a not for prof it that 

represents all of the medical schools and teaching 

hospitals in the United States and Canada.  In that  role, 

and as a member of the Committee on Science Technol ogy and 

Law, we took notice of Congressional and regulatory  actions 

that had an effect on biomedical research, which wa s, is, 

always will be my passion. 

Therefore, we were very interested in the Shelby 

amendment, which was, as I understand it, one of th ese 

midnight amendments on the last day of his session.   Then, 

about a year later, there was another one that, dep ending 

on your preferences, it was either the son or the d aughter 

of Shelby.  Both of those amendments led to OIRA ac tions 
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requiring transparency, peer review and other such for 

agency science-based decision making.  Susan Dudley , who is 

the expert, can correct me if my memory of the hist ory is 

wrong. 

Because some of those proposed rules that OMB was 

issuing to the agencies, would have and could have had very 

deleterious effects on health decisions and health 

announcements.  For example, the National Institute s of 

Health learns that a clinical trial that is funded by the 

government has been stopped by a data safety and mo nitoring 

board, because one of the arms of the trial was eit her 

dying or being made ill or whatever, a drug failed.  The 

drug might have been one already marketed that was being 

tested for other purposes to get an expanded market ing 

approval from the FDA. 

I am using this as an example.  When that 

happens, it is the duty of the NIH institute direct or, who 

is responsible for that trial, or the NIH director,  to make 

a public announcement because people are at risk.  They 

have to make a very fast decision based on the data  

available to them, and vetted by an independent rev iew 

board, without going through any kind of regulatory  process 

to allow them to make them the announcement. 
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I am mentioning this only to say that in my dual 

roles on the Academy committee and at the Associati on of 

American Medical Colleges, I developed an extraordi narily 

productive and enjoyable relationship with Mr. Grah am when 

he was the director of OIRA, I think just before Su san 

Dudley.  He and I had many conversations, and I wen t down 

to his office and I would talk to him and some of h is 

senior staff about some of these issues, where the impact 

on public health and on regulatory action were at s take.  

They were very, very valuable, and I was very grate ful for 

his receptivity. 

That is the extent of my interactions with OMB.  

We have three experts, and I will just ask them, on e after 

the other, to come up here as we did in the first s ession.  

I will sit quietly and try to learn.    

PROF. DUDLEY:  Thank you, David.  Thank you to 

ACUS and the National Academies for having me here.   I am 

not going to be able to speak to that, because I am  not 

quite sure what OIRA’s role would have been in thos e 

decisions.  I am really happy to see all of the peo ple 

here.   

Good public policy depends on good scientific 

information.  Yet, the acrimony surrounding many de cisions 

with accusations of politicized science and junk sc ience 
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and advocacy science really hinders informed discus sion and 

the achievement of policy goals.  We should be wary  of 

politicians trying to influence scientific studies.   But as 

the Bipartisan Policy Center observed, and I brough t a 

prop, in its 2009 report, which I would highly reco mmend if 

you haven’t already read it, many disputes over the  

politicization of science actually arise over diffe rences 

about policy choices that science can inform, but n ot 

determine. 

As we search for ways to improve the use of 

science and public policy, it is important to evalu ate 

whether the source of a particular controversy is A ) 

political actors trying to influence science or the  

politicization of science, or B) policy decisions 

masquerading as science.  I am going to paraphrase David 

Goldstein and call that the scientization of policy . 

My own experience supports the BPC conclusion 

that this latter problem is behind much of the cont roversy 

related to science-based regulation.  I think Grang er 

Morgan this morning made that point very nicely whe n he 

showed us the decision path.   It isn’t just scienc e and 

then a decision, and science alone doesn’t give you  the 

decision. 
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I think the scientization problem is also the 

main contributor to what Wendy has termed the scien ce 

charade, where regulatory agencies quote, and camou flage 

controversial policy decisions as science.  And yet , I 

don’t think the report that was presented to ACUS 

recognized that problem. 

In public policy settings, we never have the 

luxury of waiting for complete information.  We hav e to 

depend on assumptions and rules of thumb, what Gran ger 

referred to as trans science.  Often, there exists several 

scientifically-plausible alternative risk assessmen ts, 

depending on the choice of studies, and on the assu mptions 

used to bridge gaps in the information.   

Yet, risk assessments often generate very precise 

sounding predictions that mask considerable uncerta inty 

about actual risk.  This puts key policy choices in  the 

hands of risk assessors, and allows policy official s to 

avoid making hard decisions.  Decisions that are th ought to 

be based on science are heavily influenced by hidde n 

judgments about what policy should be in the face o f 

uncertainty. 

Reports of the National Academies and numerous 

other reputable bodies have recognized that current  

procedures often blur the lines between science and  policy, 
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hindering not only the resulting decisions, but the  

development of scientific knowledge itself.  They h ave 

encouraged greater transparency in models, assumpti ons and 

risk assessment policy choices, to facilitate more open 

constructive debate.  I hope in the panel after thi s one, 

we will hear more along these lines. 

Improving these practices will have little 

impact, as long as legislators, judges and policy 

officials, as we are talking on this panel, the ext ernal 

influences, don’t recognize that science is a posit ive 

discipline that can inform, but not decide, appropr iate 

policy.  As long as they operate on the pretense th at 

science alone can make the normative determination of what 

policy should be, both science and policy will suff er. 

I think we see this in statutory mandates, such 

as those directing EPA to set the National Ambient Air 

Quality Standard’s under the Clean Air Act.  That c an make 

scientization of policy almost inevitable.  I was s urprised 

that Wendy referred to that as a kind of role model .  It is 

probably the most, or at least one of the most, lit igated, 

most controversial types of decisions that EPA make s.  With 

each of the last three presidents has had to interv ene on 

those decisions.  We can’t be getting it right if t hat is 

the case. 
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I just want to walk through how the NAAS works. 

Congress directs EPA to set the standards at a leve l that 

is requisite to protect the public health with an a dequate 

margin of safety.  But it restricts it from conside ring key 

factors, establishing instead the pretense that sci ence is 

sufficient to determine a single point concentratio n that 

meets that protective definition. 

The courts have reinforced a limited 

interpretation of the act, as well as tight deadlin es for 

revising the standards.  EPA has no choice but to r espond 

by developing scientific sounding explanations to j ustify 

one standard over another.  Analysts have an incent ive to 

downplay, rather than reveal, the implications of k ey 

assumptions.  Decision makers point to science as e ither 

requiring a new standard or as being so uncertain t hat a 

new standard cannot be set.   

The interagency review process is often truncated 

by very short timeframes, and a limited range of op tions 

established by EPA and its Clean Air Science Adviso ry 

Committee.  Public interveners vigorously defend 

alternative standards, based on their own interpret ations 

of the science.  This has really evolved into an 

adversarial process, characterized by harsh rhetori c, in 

which each party claims the science supports its 
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recommended policy outcome, and questions opponents ’ 

credibility and motives, rather than a constructive  

discussion regarding appropriate assumptions and da ta, and 

the reasonableness of the standard. 

The Bipartisan Policy Center recognized that 

distinguishing between science and policy is not al ways 

easy or straightforward.  It is essential, nonethel ess.  I 

think the failure to do so represents the biggest 

impediment to the integrity of regulatory science. 

As we consider on this panel external barriers to 

the integrity and transparency of science-based reg ulation, 

we must be careful to understand that distinction, and to 

evaluate each recommendation through the lens of wh at it 

would do to deter both the politicization of scienc e and 

the scientization of policy.   

MR. GILMAN:  I have to say, when I sat down this 

morning and looked around the room, a scene from th e 

Adventures of Tom Sawyer came to mind.  I looked ar ound and 

I felt like I was in the funeral.  Tom and Huck and  Joe 

were all around me.  The players in this game are r ight 

here in the room, so many people who have been invo lved in 

this, in what we are discussing today. 

I guess I get to be both Tom and Huck because I 

sat in the EPA, in the Office of Research and Devel opment, 



83 
 

 
 

where IRIS and at least two-thirds of the NAAS scie ntific 

process took place.  I also had a stint at the Offi ce of 

Management and Budget. 

As I think about those external constraints, 

especially those that relate to recommendations of the OMB, 

I have sympathies with both sides.  In the end, if what you 

are trying to write down are principles necessary t o for 

transparency or good government, I don’t know how y ou walk 

away from asserting that what is good for the goose  is good 

for the gander, when it comes to the OMB.  

Especially when you consider that a number of 

those rule-making processes, where there is interag ency 

review, the agencies aren’t just in related fields with 

technical input that might be useful.  In many inst ances, 

they are regulated parties.  You have people partic ipating 

in the process, opining on where the rules should c ome out, 

who are directly affected by that rule.  I think th at 

special case needs some consideration in the 

recommendations for the report. 

I do think the level of recommendations for the 

report, as far as external influences and constrain ts are 

concerned, is appropriate for many federal agencies  where 

there hasn’t been a great deal of work done on tran sparency 

and peer review and the like.  When you start to ta lk about 
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an agency like the EPA, where it has been the focus  of 

attention for literally decades now, I do think the  

recommendations don’t go deep enough. 

One needs to drill down. Granger touched on it, 

talking about the decision rules.  There are a numb er of 

documents within the EPA that essentially lay out t he 

methodology that the risk assessor might use in doi ng the 

work that they do.  They serve the purpose of educa ting new 

staff, but they also serve the purpose of informing  

stakeholders as to the detailed decision making tha t goes 

on within the process.  How assumptions are decided  upon, 

how different models are decided upon, how the lite rature 

is to be used or not used.   

To the extent we focus on transparencies, 

probably for an agency like the EPA, at that level,  where 

we need to call more on the agency to make its prac tices 

known, the norms, to be enumerated and elucidated.  That 

will also serve the purpose of setting some best pr actices, 

I think, for some of the other agencies that aren’t  as far 

along. 

Another point of focus, I think we have touched 

on it.  It is the people.  The process will only be  as good 

as the people.  It isn’t just a matter of having hi ghly 

qualified individuals, but they have to be trained,  as 
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well.  It is back to understanding the norms, the d ecision 

rules and the like. 

There has to be a level of scientific integrity 

within the individual.  I am reminded in a past lif e, I 

worked in this building for the National Research C ouncil, 

one of the constant points of discussion was what w ere the 

responsibilities of an entity like the National Aca demies 

in promoting among students, not just science and 

engineering and students of medicine, but all stude nts, the 

principles and the notions of scientific process an d 

scientific integrity.  I do think that ultimately, we can’t 

expect policy makers who have only had high school science 

to do the integration well, if part of that science  wasn’t 

also a discussion of scientific integrity. 

Let me also speak to a very significant issue 

that I don’t think the report really touched on, ex cept in 

saying that agencies are resource constrained.  The  truth 

of the matter is, it isn’t a matter of just laying out all 

of the knowledge and finding your way through the p ath.  

There are very significant knowledge gaps. 

The Pollyanna side of me would say, if we could 

just do more on those knowledge gaps, we would do b etter.  

At the same time, I have heard Granger eloquently a rgue 

that closing knowledge gaps doesn’t necessarily red uce your 
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uncertainty.  Just the pursuit of the knowledge isn ’t 

necessarily the solution to the problem. 

Let me say something about the whole notion of 

the OMB transparency.  I didn’t touch on it when I was 

speaking to that.  We talked about the needle comin g off of 

the record.  I think the report does that, Wendy.  There 

are other places that do that.  You are in one.   

The NRC process is one of closed-door 

deliberation without record.  The only record of th e 

deliberation is the final product.  Having said tha t, there 

is a process in it that is all about balancing bias es and 

points of view, for the process.  That is not neces sarily 

something that we see in the interagency process. 

I think one of the things that you might focus on 

is the next step, Wendy.  It is not so much the use  of 

science in the activities you have talked about.  I  

recollect a report that was done by the OMB.  It wa s 

actually just a compilation of comments.  There was  a call 

for comments on the quality of science at the EPA 2 004ish.   

It resulted in a staff paper from EPA scientists 

on risk assessment practices.  One of the things th at 

really came to the fore in that was that most of th e 

comments that focused on EPA shortcomings were goin g to the 

processes that actually take place in the regional offices, 
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in day to day decision making that affected communi ties, 

companies and the like, whether they were super fun d-like 

activities or other implementation of the responsib ilities 

of the agency.  That was actually more of a focus o f the 

disgruntlement of folks, I think, almost than the m ore 

lofty IRIS assessments and the like.   

DR. GRIFO:  Good afternoon.  I am Francesca 

Grifo.  I have been doing scientific integrity work  at the 

Union of Concerned Scientists for the last seven ye ars.  It 

is hard to believe, it has gone fast.   

Thank you very much to the organizers for the 

opportunity to be here.  I may appear a little disj ointed 

because I am trying to respond to all of the things  that I 

have heard this morning, on top of what I have alre ady 

prepared to say.  We are only supposed to take five  

minutes, so here we go. 

I think in short the main point I want to make is 

that it is really important to remember, and this w as made 

this morning, that the scientific expertise resides  largely 

in the agencies.  Yet, some would say, routinely, I  would 

say, on occasion, their decisions can be modified o r 

overruled by the various offices in the White House . That 

is the structure that we live in.  This is a democr acy. 



88 
 

 
 

I think we have been talking all along about the 

separation and the problems with separating policy from 

science.  I think part of that is because we elect 

officials because of their judgment and for them to  make 

those political decisions.  It is a tough nut, I th ink, 

that we are trying to crack here. 

I think one aspect of the problem lies in the 

fact that, while the agencies have made some progre ss in 

addressing the scientific integrity issue, you will  

remember, and I think it is outlined in Wendy’s rep ort, 

very soon after the inauguration and even within th e 

inauguration, scientific integrity was very often 

mentioned.  There was the Holdren memo and the dire ctives 

and so on, and the agencies have been really puttin g 

considerable time and energy into scientific integr ity 

policies. 

The White House hasn’t.  At this point, we don’t 

have even a draft or even a notion that OMB or OSTP  are 

going to have, or other offices of the White House,  

scientific integrity policies.  It remains very muc h a 

black box, how they make these deliberations and wh at these 

deliberations end up being. 

I think it is not that their scientific integrity 

policies would look like those of the other agencie s, but 
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nonetheless, making that effort to think about thes e issues 

and put out there what their best practices are, I think is 

important.  I would say that increasingly, the chal lenge is 

again that definition, that separation of science a nd 

policy. 

I think the recommendations in the report are by 

and large really good.  I was very sorry to see a s econd 

draft that significantly pulled back on those, and I will 

mention just a couple that I think are really impor tant.  I 

think what we are seeing is that very well-intentio ned 

people are influenced by politics.  I think at the 

beginning of the administration, when everything wa s shiny 

and new, it was really easy to say, yes, scientific  

integrity, awesome. 

As we proceeded down that path, it became more 

and more complex, and more and more obvious that th at was 

going to be actually a really hard thing to do, and  that it 

was going to be at odds with things like the messag e and 

politics, even in a very well-intentioned administr ation.  

Again, it is a tough challenge. 

I do believe that OMB and OSTP and other parts of 

the White House may, in certain unusual circumstanc es, 

indeed merit less transparency than agencies across  the 

federal branch.  I think they are unusual situation s.  They 
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are not business as usual. I think that, and again,  listen 

carefully, because I am not saying everything needs  to be 

transparent.  I understand the deliberate process a nd the 

need for some of that to happen in a black box behi nd 

closed doors.   

I think that when the deliberations are about the 

merits and the meaning of the scientific basis of 

decisions, that those ought not to be secret, that somehow 

there ought to be a way to summarize and report tho se out.  

If there are aspects of the decision-making that ar e around 

politics, that is, as I say, a very different matte r. 

Review and further analysis of the scientific under pinnings 

of a decision should, with narrow exceptions, be pa rt of 

the public record. 

I heartily agree that someone does need to make 

those judgment calls and bring in the values.  As I  said, 

that is why we elect these folks, to make those har d 

decisions that clearly science can’t make.  Science  can 

just advise.  I think it is about our leaders havin g the 

courage to say, yes, I see the science.  That is wh at the 

science says and that is really important.  But I a m 

weighing these other factors, and so therefore, I a m making 

this different decision.  That is really hard to do  and 

that is why I think we don’t see it all the time. 
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I think that as was mentioned this morning, I 

forget who said this but the disclosure of everythi ng may 

be the disclosure of nothing.  I would say the disc losure 

of nothing is still the disclosure of nothing.  I t hink, as 

hard as this is, we have to keep trying.  We have t o keep 

trying to find that sweet spot and that space where  we can 

do it. 

I think OSTP has a really critical role to play 

in identifying best practices.  Sadly, they are woe fully 

under resourced and understaffed, and I know they w ould 

love to be doing more of that, and be exerting more  

leadership on the scientific integrity issue.  They  only 

have so many people to do that, speaking of externa l 

constraints. 

I think it was really interesting this morning 

that people talked about all of the various steps.  I mean, 

I think all of those steps matter when we are talki ng about 

study design and literature review and all of those  various 

pieces of the scientific conclusions.  To me, this is also 

why transparency matters, because each of those ste ps along 

the way is a place at which the science is somewhat  

unprotected without transparency.   

I am going to sound like one note Jenny here, 

singing that transparency song.  I would really lov e to 
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know of better ways.  I don’t know of a better way to 

protect the science frankly, as it moves from one a gency to 

the other, or as it goes into other parts of its re view.  

Except by having it out there, so we can all see wh at the 

changes are and when changes are made, and hopefull y 

understand why. 

I think that authorship and attribution, you 

know, the discussion that we had this morning about  that, 

is really important and a really good thing.  I wou ld add 

that, if we are going to put out there who the scie ntists 

are that are doing that work, then we are putting t hem out 

there to be influenced, as well.  We have to be rea lly 

careful of that double-edged sword, and make sure t hat we 

think of ways, as well, to protect them and to real ly 

figure out what to do about access to those who wou ld seek 

to influence them in the way they think. 

I think, Paul, you mentioned, the role of agency 

leadership is huge.  When I look out across the hor izon of 

the scientific integrity policies that are out ther e, the 

two that are the most operational and doing the mos t are 

doing that because of the leadership of those two a gencies.  

I would say that at EPA and at NOAA, they have lead ers that 

are very committed to this issue, and have really w orked 

hard on it. 
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Leadership really matters because it is through 

that leadership that you create this culture, where  descent 

is something that you do.  It is just normal, it is  what 

scientists do.  Any of you who have ever been to a 

scientific meeting know, scientists descent loudly,  

sometimes obnoxiously.  That is a really important part of 

the process, and that is something that agency lead ership 

can really engender and support. 

I would say in terms of stopping rules, I mean, I 

think stopping rules might be great. I think we hav e to 

really address the delay.  I am thinking about the silica 

rule, I am thinking about the egg rule that was in OMB 

forever before it finally came out and so on.  Ther e are 

many, many examples of that.  If stopping rules wil l speed 

that up and let us move forward with some of these rules 

more quickly, I think they are awesome. 

The last couple of things in conclusion, I would 

say I was really glad to know that in another part of the 

National Academies, they are revising and updating their 

research integrity publication.  I was really thril led at 

one of their opening meetings to hear the agencies that are 

requesting that update talk about how they wanted t o talk 

about scientific integrity in broader terms than ju st F, F 

and P, which is falsification, fabrication and plag iarism.  



94 
 

 
 

They actually wanted to see them wrestling with the se 

bigger, broader issues, and I think that is a good thing. 

In conclusion, looking at my analysis of all the 

scientific integrity policies that have been submit ted to 

OSTP, and subsequently released to the public, ther e are 

several needed reforms that are beyond the scope of  the 

agencies to act independently, four of them that I will 

just briefly mention. 

First are whistleblower protections, we haven’t 

really talked about that here.  It is not really me ntioned 

so much in the report.  I think that if we are goin g to put 

that pressure on scientists, that is the protection  that we 

want to give them, again, as a last resort, as the last 

line of defense.   

Transparency in interagency review, again, I 

think Wendy’s original recommendations address this .  It is 

really important.  I think Paul addressed it a litt le bit 

about how, as certain pieces of science are reviewe d by 

other agencies, well, clearly, they are not without  a 

conflict of interest on some of those things, and t hat is 

very problematic and really requires transparency. 

Visitor logs, you know the White House is 

releasing them, except for narrow exceptions.  Othe r 

agencies, some agencies claim that the senior folks  are 
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releasing their calendars, but somehow, I never can  find 

them when I look on the website.  I think that is s omething 

that again we don’t want to divert massive amounts of 

government resources to creating this giant bureauc racy of 

visitor logs.  There are certain steps that could b e taken 

in a pretty efficient way. 

Definitions of conflict of interest, I should say 

that there has been recent progress on what these s hould 

look like, has been made by a group called the Rese arch 

Integrity Roundtable, convened by the Keystone Cent er and 

comprised of such normally really disparate groups,  such as 

the American Chemistry Council, industries such as Dow and 

Bayer, and groups like the Union of Concerned Scien tists. 

Their report that really talks about these issues 

is going to come out.  It does exist, I can hold it  up, but 

I can’t’ share it yet, on the 17 th  of September.  I think 

that will be something that will be worth taking so me time 

to look at.  What it does is take the BPC report an d take 

it to a next step with further conversations and 

deliberations.  I think it makes progress on that. 

I think it is a tough road back from publicized 

risks and privatized profit.  It is just not tenabl e for us 

to continue to have doors open for politicization. I think 

that, as I say, if there is a better idea, if we th ink that 
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transparency is not the best thing, I would love to  hear 

about it.  In the absence of other less difficult t o 

implement solutions, I think we have to go with the  

transparency, so that we can make sure that the sci entific 

information which is pulled together and there is n o 

scientific truth. 

If you go back outside, I recommend that you look 

up and read the little thing about the dome, becaus e it 

talks about science as a guide to truth, not the tr uth.  I 

think as close to the truth as that gets, we have t o 

continue to try and protect it.  Thank you.  

Agenda Item:  Discussion with Participants   

DR. KORN:  Do we wish to ask for questions from 

the audience. 

PROF. DUDLEY:  I will start.  I actually agree 

with Francesca that we do need to try to separate t he 

science from the policy.  I think the statement tha t the 

science tells us something, and then the policy may  be 

different, is naïve.  It assumes that science is a 

normative thing that can tell you what a number sho uld be, 

what is protective or what is the appropriate numbe r. I 

think that is where we have the problem is disentan gling 

what is science and what is policy. 
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With respect to the disclosure and transparency, 

I just want to run through how transparent the Offi ce of 

Information’s regulatory review is.  If you go to t he 

RegInfo.gov, the GSA/OMB website, you can see what 

regulations are under review.  You can see when a 

regulation was concluded, what the conclusion actio n was. 

That is why when Rena said that she did some 

empirical research and found that 84 percent of the  rules 

had been altered, well, that is because you can see  that 

because there is a searchable database that tells y ou that.  

That is how transparent OIRA is.  You would not be able to 

go to an agency and see whether the general council  office 

or the enforcement office changed any aspect of the  

regulation or anything that scientists might say. 

Second, the meetings with the public, several 

people have mentioned those.  That is a requirement  under 

12866 that OIRA has an open door policy.  When it m eets 

with the public, it reveals the fact of that meetin g.  That 

is adhered to rigorously, so that the attendees of the 

meeting are docketed, agency staff is invited.  OIR A reads 

them their rights, they talk about it as reading th eir 

rights. 

If you go in as an entity going in for a meeting, 

you are told, we are here to listen.  We are not go ing to 
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tell you anything that is in the regulation we are 

reviewing.  We have the regulatory agency with us s o that 

they can hear everything that you tell us.  Any mat erial 

that you give us, we will also post on our website.   Again, 

very, very transparent. 

If you go, ask OIRA and see the docket, you can 

see the draft of the regulation that was originally  

submitted for review and the draft of the regulatio n as 

review was concluded.  You can see the changes that  were 

made.  As Lynn mentioned in the earlier panel, you don’t 

know who made what changes.  In fact, some of those  

changes, the issuing agency, the original drafting agency, 

makes changes in the course of the review.  Often, they 

will send things to OIRA when they are not quite do ne, so 

they are making changes.  OIRA coordinates interage ncy 

changes.  Again, transparent.   

Somebody said earlier, you don’t know when OMB 

returns a rule why.  Yes, you do, because OMB sends  a 

public letter that says the reasons, the elements o f the 

executive order that the agency didn’t comply with,  and why 

it is being returned, so again, transparency.  Then , I 

would say the ultimate transparency is the public d ocket 

itself.  The agency’s decision has to be based on w hat is 
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on that record, and there is nothing in the interag ency 

review that changes that. 

I think all of that transparency is good. I think 

it is positive, but I would reject fishbowl transpa rency, 

which I think is some of this stuff that we are tal king 

about.  I liked very much Professor Zeckhauser’s A,  B, C, 

D.  To it, I would add an E.  Does everybody rememb er his 

A, B, C, D?  Advocacy, bias, cynicism and distortio n, and I 

would add an E, which is evasion. 

Because OIRA is so transparent, if you said, 

OIRA, you have to document every interaction you ha ve with 

the agency, those discussions are going to be taken  

offline.  They are going to be done in OSTP or othe r parts 

of the White House, the vice president’s office, et  cetera.  

You won’t know any of the things that you now know,  when 

things run through OIRA.  I think you actually have  serious 

unintended consequences that will make much less th an is 

available today.  Rena would not be able to do that  report 

if that were the case.  I guess I will stop there, but 

reserve the right to say more things. 

DR. KORN:  Paul, do you want? 

MR. GILMAN:  I wasn’t going to say much more 

about transparency, but I think I have to.  When yo u work 

at OMB, you start to learn the rules of thumb, of h ow to 
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get things done. One of the first ones I learned wa s if you 

wanted to slow something up, the best way to do it was 

interagency review.  That would get it in the holdi ng 

pattern for a while.   

Another great way to slow things up would be to 

send them to the National Academy of Sciences for r eview.  

There are many different tools. 

PROF. DUDLEY:  Where did you work at OMB? 

MR. GILMAN:  I was the Associate Administrator 

for National Resource Energy and Science.  We know how to 

do delay, too.  There are also lots of little thing s.  I 

discovered, I didn’t know it at the time, that the OMB has 

to approve any survey of greater than seven or ten?  

PROF. DUDLEY:  Ten or more respondents, the 

Paperwork Reduction Act.   

MR. GILMAN:  That was a marvelous tool.  I had a 

study, trying to understand the effect of pesticide s on 

children that was held up through that approval pro cess.  

In fact, it is not a matter of driving the process out into 

the other offices of the White House.  It is alread y driven 

there. 

There is a cottage industry in this town, of 

folks who specialize in influencing the regulatory process, 

whether it is when it is in review at the National Academy 
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of Sciences, or whether it is in review at the OMB.   The 

doorways into doing that are through the office of the vice 

president or other various offices of the White Hou se.  

There is some transparency, but I am not sure it is  

necessarily transparent enough. 

PROF. DUDLEY:  Just let me clarify, it doesn’t 

happen through OIRA.  When something is under revie w at 

OIRA, it is very transparent that it is there and a nybody 

who comes to speak to OIRA about it.  That is where  the 

White House officials come to those meetings, and t heir 

names are also put on that docket.  I think OIRA’s 

transparency adds to the transparency of the entire  

executive office of the president. 

MR. GILMAN:  It is the meetings after those 

meetings. 

PROF. DUDLEY:  Yes, and I don’t think telling 

OIRA they should do more documentation, I think it would 

make more of those meetings than less, because at l east 

when I was in the White House in OIRA, the other of fices 

also complied with that and tried not to meet with outside 

parties on regulations under review. 

DR. GRIFO:  What he said.  I think there is an 

enormous difference between theory and practice.  I t is a 
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giant bureaucracy, of course there is, but that is where 

these challenges arise. 

PROF. DUDLEY:  Well, a giant bureaucracy, OIRA 

has a staff of under 50.  Two of them may be scient ists, or 

a handful of them scientists, but when you think ab out it, 

there are really only 30 or 35 policy analysts.  I think we 

can all agree, OIRA is too small.  OIRA needs more staff, 

and then we could solve all of these problems.   

DR. KORN:  Full employment act for OIRA.  Let me 

ask a question.  As the least expert and least 

knowledgeable, at least in the room, part of the is sue that 

I find conflating is whether or not the fear or the  

perception is that OIRA is changing the science tha t 

undergirds a proposed rule that comes to it for rev iew or 

whether it is accepting the science and making a ju dgment, 

a different judgment from the agency, based on a ho st of 

different political and practical reasons? 

I think there is a difference there, because the 

implication that I got from reading Wendy Wagner’s report 

was the concern that the science itself, or the 

interpretation of the results or whatever, was bein g 

manipulated for political reasons, without revelati on to 

anybody of what that manipulation was all about, wh ich is 

where I see the transparency issue.   
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I don’t think anybody really believes that an 

executive office of the CEO, or the president or wh oever, 

has to have everything it does in public display.  I don’t 

think that is the argument. 

I think I read Wendy’s report as expressing 

concern that it was the science and the conclusions  from 

the science that were being changed, or rejected or  

whatever, without any kind of explanation, call it 

disclosure, if you wish, as to why that was happeni ng.  I 

didn’t get the sense that it was the political deci sion 

that might differ, which was the cause of the probl em.  

Now, maybe I misread Wendy’s report, but that is 

the concern that I had coming into this meeting.  C an you 

all clarify that? 

PROF. DUDLEY:  I think that gets to the crux of 

the matter, and that is defining what science is.  Now, 

Wendy’s report interviewed agency staff, and it was  

largely, I think, EPA that were concerned that scie nce was 

getting changed.  If anything, once you do that, ev erything 

is going to be defined as science.  A scientific st udy is 

based on the scientific method, which is you have a  

hypothesis, you gather data, and you test that hypo thesis.  

It is a rigorous, challenging exercise where you ar e open 

to challenge and discussion. 
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What comes out of, say, risk assessments, ambient 

air quality standards, that involve a lot of trans science.  

Trans science involves a lot of policy judgments. H ow do we 

want to air some of the things that were talked abo ut on 

the morning panel?  Are we always going to air on t he side 

of precaution?  Do you multiply times 10 to adjust from the 

species that you looked at, to get to another speci es, do 

you multiply again by 10?  Those kind of assumption s all 

get into something that you might call science. But  I 

thought that the value of the OIRA scientists was t hey 

helped try to parse out and say, this is pure scien ce and 

this is not. 

DR. KORN:  Let me come back to one thing that I 

do know.  Particulate matter in the atmosphere, rig ht, 

particulates, ozone, let’s just say particulate mat ter.  

There is excellent science that is done, very elabo rate 

epidemiological studies that correlate the presence  of a 

concentration of particulate matter with serious he alth 

disorders involving children, as well as adults, as thma and 

bronchitis, and this, that and the other thing. 

EPA collects those published data that have all 

been peer reviewed and published in frontline journ als in 

the fields.  On the basis of these reports, multipl e 

reports, big studies, proposes a change in the stan dard on 
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particulate matter. This might actually happen, but  I am 

just sort of quasi making this up. 

They present all of those data and they go 

through all of the vetting they are supposed to do.   Then, 

they propose a regulatory change that the threshold , 

instead of being 10 parts per million should be low ered to 

six parts per million or something like that.  Ther e is a 

transparent open, much of it public record, evaluat ion of 

science with real consequences to people’s health.  It goes 

up the ladder, up the pole, to OIRA.   

Now, obviously, industries that produce 

particulate matter are not going to be happy about this.  

They are going to be fighting as hard as they can, to not 

let this happen.  Somebody is going to be making a 

political decision with the advice of OIRA or OIRA makes 

the decision about whether that change in the stand ard 

happens or not. 

Is that refusal to change the standard based on 

the rejection of the science, and the interpretatio n of the 

science?  Or is it based on an economic consequence ?  I 

mean, maybe if you would go through that, it would put a 

concrete example on the table.  

PROF. DUDLEY:  It is a good way to look at it, 

for particulate matter and I think also ozone.  Wha t comes 



106 
 

 
 

out of the science analysis is a linear dose respon se 

curve.  That means that we know that at high doses,  there 

are certain effects, and we draw a line down to zer o.  That 

means that at every exposure to particulate matter greater 

than zero, you have some effect.  You have this lin ear dose 

response.  The question is, where do you draw that line?  

What is protective? 

Well, some might say, well, protective is zero, 

especially if the statutory language is protective with an 

adequate margin of safety.  How could you set a sta ndard 

that is bigger than zero?  We know that if you set it at 

nine or six, in your example, if you set it at six,  well, 

why not set it at five.  If you set it at five, why  not 

seven?  While there is science that may indicate a 

correlation, and I think there is more dispute on t he 

science on causation versus correlation, but let’s not go 

into that.  Let’s just accept that linear dose resp onse 

curve.  Where do you draw that line?  That is clear ly a 

policy choice. 

This is the point I was making, that science is 

positive.  It can tell you we think, again, based o n 

numerous assumptions, we draw this line to zero.  I t can’t 

tell you where on that line to stop.  That is, I th ink, 

where there is discussion among different parts.  
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Certainly, there is a lot of discussion within EPA,  there 

is discussion with EPA and other agencies, and OIRA  is part 

of that discussion, and I think appropriately so.  That is 

why I think the last three presidents have interven ed on 

the ozone decision as part of that discussion. 

DR. KORN:  Do the other panelists have comments 

on that? 

DR. GRIFO:  I would just say that I think, how to 

be simple in this, setting the standard is one piec e of it.  

Figuring out what to do about that standard is a 

completely, ought to be, and I think is by statute,  a 

separate process.  I think what we have seen, and t he 

reason that people have been objecting, is that con cerns 

about what that means economically, and what it mea ns for 

industry, have crossed from the decision of how qui ckly do 

we implement this standard. 

What timeframe do we do and over what period of 

time and how and so on and so forth, has clouded th e 

conversation about what the standard is.  I think t he Clean 

Air Act is pretty clear that that cost benefit piec e is 

really not to be a part of that standard setting, a nd that 

is the problem. 

PROF. DUDLEY:  Well, it is and yet it is not a 

zero standard.  I don’t see how you set that policy  
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standard along that continuum, other than at zero.  In 

fact, when we were looking at the lead ambient air quality 

standard, I suggested in the interagency review, le t’s set 

it at zero.  If all the data really suggests that l ead is a 

serious childhood problem, even at the low levels w e have 

reached now, how could we possibly stop at anything  other 

than zero. 

I could tell you the people at EPA were very 

upset about that notion, because they thought they needed 

to set a non-zero standard.  There are value judgme nts and 

policy decisions going into the standard as it is b eing 

set.  There is no doubt about that, or else they wo uld all 

be set at zero.  I disagree that it is economic 

considerations, although it is hard for me to know how you 

would make that judgment non-zero.  I think I am ju st 

rambling now.  But it is not a clear distinction be tween 

the policy standard, because unless you set it at z ero, you 

have made a policy judgment.  You have made a trade off and 

it is not pure science. 

DR. GRIFO:  I can’t remember who said it this 

morning, somebody said something about that if you give 

people enough time and enough information, they can  make 

good decisions and understand the science and so on .  I 

guess that principle may apply here.  If we say, ok ay, here 
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is what that process is.  We have set these people up to 

make this decision.  We have chosen them carefully,  we have 

given them information, we have given them directio ns.  

Then, for my mind, I would say, fine, let them set that 

standard. 

PROF. DUDLEY:  We have, as you mentioned, I think 

quite right, that we have a democracy so that the p eople in 

the executive branch are accountable to the elected  

official, and that is the president.  President Oba ma, like 

presidents before him, have given OIRA a role of re viewing 

agencies’ decisions, and coordinating the interagen cy 

review. 

I think that is why ACUS chose not to present 

these recommendations to the committee, because the  redline 

that you see was actually before the committee saw it.  I 

think the committee made further changes that may b e not 

reflected here.  That is that this is not the appro priate 

place to weigh in on whether the president should b e able 

to oversee his staff, and how the president should choose 

to do that. 

DR. GRIFO:  I would say that I don’t think the 

recommendations go that far.  I think they simply c hallenge 

the notion of figuring out a way to summarize and r eveal 

more of that deliberate process, while at the same time, 
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holding onto a certain amount of it that is deliber ative 

and should be behind closed doors.  I don’t think w e are as 

close to that openness as we could be. Again, I thi nk you 

are talking about just OIRA.  I am speaking more br oadly 

about the entire White House, and that may be the b asis of 

some of our disagreements. 

DR. KORN:  Paul, do you have a comment to offer? 

MR. GILMAN:  No. 

DR. GRIFO:  He is between us, but he doesn’t 

really want to be between us. 

DR. KORN:  If it is okay with my co-panelists, we 

are five minutes early on the audience, but why don ’t we 

just take questions from the audience? 

MR. SARVADI:  We do a lot of science-related law.  

One comment about the NAS committee, I didn’t see a ny legal 

practitioners on the list, which surprised me.  One  comment 

and one question, Ms. Dudley made the point about 

scientists doing research to find a number where yo u can 

see effects, and then drawing a line to zero.  How you draw 

that line is a value judgment.  I don’t think we ar e ever 

going to have an answer from scientists about how t o draw 

that line, until we get more information about the shape of 

that line and the nature of that line. 
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One question, does everybody who is involved in 

this know about the Sterling drug case with FDA?  S terling 

Drug was a D.C. Circuit Court decision that said ag encies’ 

scientific evaluations are not part of the delibera te 

process and are not subject to the exception in FOI A for 

deliberative process, and have to be disclosed to t he 

interested parties. 

If I go to EPA and I give them my tox studies for 

my pesticide registration, those evaluations have t o be 

made available to me.  They can be made available t o 

anybody who does a FOIA request.  The only thing yo u have 

to certify is that you are not representing a forei gn 

entity in obtaining that.  I would suggest that may be you 

want to take the Sterling drug case into your calcu lations 

here. 

DR. KORN:  Comments? 

DR. GRIFO:  I would say how to draw the line is 

indeed a value judgment.  There are assumptions tha t go 

into that.  Again, I think that I can’t quote it ex actly, 

but there is a very good paragraph in the Holder me mo that 

talks about revealing those assumptions whenever it  is 

possible.  I think the key thing about the scientif ic piece 

of this here is that you want it to be repeatable.  If you 

don’t reveal those assumptions and you don’t reveal  that 
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methodology, then theoretically, if you do reveal t hose, 

you should be able to repeat drawing that same curv e. 

MR. GILMAN:  If I could just add, I would not say 

it is without basis that we draw that line.  The qu estion 

is, how much biology do we know that can inform the  drawing 

of that line.  This goes to the point I was talking  about, 

where the agency writes down how you go through tha t 

process, how you make those decisions, and the norm s and 

the rules that you follow in your decision-making p rocess. 

To the extent, when people are struggling at OIRA 

or in that interagency review process, or even in t he peer 

review process, it oftentimes is simply about how m uch 

information was available, was the judgment to go o ne way 

versus the other the appropriate judgment or not.  That can 

turn the whole number on its head, based on that ju dgment 

call.  It is why one of the more noteworthy risk as sessment 

documents that the Academy did was called Science a nd 

Judgment in Risk Assessments. 

PROF. DUDLEY:  I would just like to agree with my 

fellow panelists.  I think Francesca is right, that  that is 

one of the key things.  If we can be clearer on the  

assumptions that go into it, and maybe go one step further 

and lay out, if we made different assumptions, we w ould 

come up with different outcomes, and to provide tha t kind 
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of a range.  That, of course, is our next panel’s 

discussion, but I think it would be something we sh ould 

toss to them. 

MR. GILMAN:  A number of groups are making 

recommendations on that, as we speak. 

PROF. DUDLEY:  Including my colleague, and Lynn 

Goldman’s colleague at GW, George Gray, has a curre nt 

article, Rethinking Chemical Risk Assessments in th e 

current issue of Nature, which I think people here would 

appreciate. 

PROF. STRAUSS:    At the moment, I teach 

administrative law at Columbia Law School, but I wa s once 

general counsel of the organization that Francesca’ s 

organization was born to destroy. 

DR. GRIFO:  I have no idea what that could be 

actually.  I mean, really. 

PROF. STRAUSS:  The Nuclear Regulatory 

Commission. 

DR. GRIFO:  Well, we disagreed before he even 

starts. 

PROF. STRAUSS:  I am not sure that we do.  Susan 

has used, and others have used, this word, trans sc ience, a 

lot.  It does seem to me that that is the setting, this is 

kind of in the form of a question, where these issu es 
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principally lie.  It is very standard in the litera ture 

that you ought to separate risk assessment from ris k 

management.  Risk assessment is where the scientist s are, 

and risk management is where the politicians are. 

The problem is trans science makes the risk 

assessors also kind of politicians, and makes the r isk 

managers maybe also kinds of scientists.  The quest ion as I 

see it is, is there any way of domesticating that 

difficulty of bringing into public view. 

Now, back to my experience with the NRC.  The 

most important thing for the NRC, and its discussio ns with 

its staff, was to understand from the staff, okay, what of 

what you are bringing to us is known and what of wh at you 

are bringing to us is your engineering judgment.  

Engineering judgment was often 50, 75 percent of th e mix.  

That is where it seems to me the crux of our issues  lie.  

It is not only the Freedom of Information Act, it i s good, 

solid D.C. circuit law judge, notwithstanding, that  when an 

agency engages in rule-making, it has to put the sc ience in 

the record, period.  It doesn’t have to put its jud gments 

about trans science in the record. 

MR. GILMAN:  I think it is an oft repeated, 

somewhat incorrect reading of the red book that the re was a 

demarcation between the risk assessors and the risk  
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managers.  In fact, it was recognized in the red bo ok that 

it was an observation of the way government worked and the 

way risk assessment was used.  At that time, really  the 

focus was on the FDA. 

It is an iterative process.  Unfortunately, or 

fortunately, just as we described the NAAS process,  it has 

evolved to being an iterative process.  Groups are pining 

on how to do risk assessment better are advocating that 

early risk assessment process.  One of the advocate s of it 

is at the microphone, and maybe I will defer to him . 

MR. WALKE:  I am the clean air director for the 

Natural Resources Defense Council.  I was also an a ttorney 

in the general counsel’s office in the EPA in the C linton 

administration. 

In listening to this morning’s discussion, it 

strikes me that if one were to design a system in w hich 

scientific decisions could be overruled and interfe red 

with, and made without scientific basis, but to do so under 

the pretense of trans science or policy analysis or  hybrid 

science policy decisions, it would look exactly lik e the 

system we have.  That is what the defense immediate ly 

rushes to those policy justifications. 

The authors of the 1990 Clean Air Act Amendment, 

seeing the rampant interference with clean air rule s by the 
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Competitiveness Council and OIRA actually required all 

comments by OIRA on proposed and final rules to be 

docketed, something that is not always done under t he 

executive order, but is under the Clean Air Act to that 

statutory amendment. 

What we have seen is that transparency helps.  It 

has resulted in two phenomena, though, that I think  we 

should be aware of.  The first is that I have been told by 

EPA staff, and even witnessed this myself, that OIR A will 

often deliver comments on rule-making over the phon e.  In 

one extraordinary instance, instructing an assistan t 

administrator to take notes, subject to dictation, over the 

phone, so that the comments of the agency and the c omments 

of OIRA and the edits of OIRA would not appear in t he 

docket, in a clear attempt to circumvent the Clean Air Act 

requirement. 

The other phenomena that has occurred is that the 

edits and comments are not always provided when con ducted, 

pursuant to emails, because of alleged deliberative  

privilege.  There was actually a very helpful, at l east 

helpful for democracy exchange, surrounding the ozo ne 

standard with former administrator Dudley, where th ere were 

two very high-level memos exchanged, mere days befo re the 

rule was adopted in March of 2008, in which EPA acc used 
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OIRA of forcing a decision upon them that, quote, l acked 

scientific basis and that also ran afoul of a unani mous 

Supreme Court decision that disallowed the consider ation of 

cost.  

Now, those were deplorable in my opinion, but at 

least they were transparent.  Those types of very h igh 

level memos are exceedingly rare, which I think adm inister 

Dudley would acknowledge, because it came to a poli tical 

head before going to the White House, whereas she s aid, the 

president made that call.  This president did the s ame 

thing, I will also note.  It is also a bipartisan 

phenomenon.   

I think at the end of the day, the greater 

transparency along the lines of what we saw in the memo 

from administrator Dudley, extending to emails that  are 

currently not docketed, would be of great assistanc e.  At 

the end of the day, though, it is going to take pol itical 

courage.  If you are going to have an official that  is 

going to circumvent the law by telling someone that  you 

must accept our comments over this phone call, that  person 

should be fired. 

That takes the type of political courage that we 

have not seen in our democracy from either politica l party.  

I could hope for the day when it does.  In the mean time, I 
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would welcome any comments or reaction from the pan el.  

Thank you.  

PROF. DUDLEY:  I am sorry that you didn’t think 

that my memo was equally convincing, John.  I have no 

evidence of your other examples, so I think OIRA st aff are 

very contentious and careful about complying with a ll of 

the transparency requirements. 

DR. GRIFO:  I think, just to comment for a minute 

on political courage, I think that is what I was tr ying to 

refer to, which is it is very hard to come out and say, 

this is what the science says.  I am making this de cision 

based on something else.  Now, sometimes the statut es 

prohibit that, but that is actually fairly rare whe re the 

statute says science and science alone.   

There are many, many cases out there where 

someone could come out and say, just not to bring u p 

another controversy, but I am thinking back to the plan B 

decision, which was clearly a science-based decisio n, based 

on science.  The science was there. 

I mean, we can quibble over that, but the fact 

that the head of FDA was overruled by Katherine Seb elius at 

that next level was really, I think, on Sebelius’ p art, and 

I am a mom and I get it, a value judgment.  It is j ust too 

bad that we don’t have a situation where she could have 
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come out and said, yes, I get it that there are sig ns 

there.  I am deeply uncomfortable with 12-year old girls 

having access to this particular pill.  She couldn’ t say 

that and she didn’t.  I think political courage and  

leadership is huge, hugely important.       

DR. RODRICKS:  I want to make a comment on the 

issue of science and policy, and their separation i n this 

issue of trans science.  I think many of you know a bout the 

Red Book from the National Academy of Sciences, I t hink 

Paul mentioned it.  It came out in ’83 and it grapp led with 

this issue of the uncertainties in science, and the  issues 

in risk assessment that go beyond normal science. 

It offered a solution to that problem.  It said 

that, for all of the assumptions in risk assessment , there 

are a range of plausible assumptions that regulator y 

agencies ought to examine those, and ought to selec t some 

assumptions that they would use all of the time, on  a 

consistent basis, whether that is a linear model or  the way 

you extrapolate from animals to people and so forth . 

You would stick to those assumptions.  You would 

incorporate those assumptions into written guidelin es, 

explicit guidelines, which describes how you use th e 

science, how you then incorporate the assumptions a nd which 

ones.  Those assumptions have come to be known as d efault 
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assumptions in risk assessment.  The notion behind that was 

to avoid case by case manipulation of assessments.  You 

would stay with a consistent set of assumptions.   

Every Academy study of risk assessment since ’83 

has affirmed that as a good approach to dealing wit h trans 

science issues.  It is not great, but it is the bes t we 

have.  EPA has incorporated assumptions like that, that 

defaults into its guidelines for the conduct of ris k 

assessment.  They also say, and this is what the re port in 

’83 also said, that if you have got some good scien tific 

basis for departing from those defaults, in specifi c cases, 

you ought to do that and justify why you have done it.  

That has always been a problem. 

Those assumptions are a kind of policy, I agree, 

but they are distinct from the kind of policy that is 

typically involved in risk management, where Ms. Du dley 

mentioned, for example, what risk level do you seek , where 

are you going to draw the line on risk.  Those are clearly 

outside the range of risk assessments. 

There are some policy choices within the 

assessment itself, guidelines, explicit guidelines on what 

those are, perhaps the best solution to that.  I th ink that 

recognition, from what the Red Book proposed, has n ot 

really penetrated a wider audience, and I think it should.  
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It has been reaffirmed in every study from the Acad emy on 

risk assessments since ’83, including a major one t hat came 

out in 2008 on science and decisions.  I just wante d to 

make that point.   

MR. GILMAN:  Joe, can I see if you agree with a 

clarifying comment, that the intent was not that th ese be 

arbitrary defaults, only good because they were 

consistently arbitrary.  There was a basis in scien ce and 

in fact for them, although it may not be as sound a s we 

might like. 

DR. RODRICKS:  That is exactly right.  The notion 

was that you ought to look at those that fall withi n a 

range of scientific plausibility, knowing that you cannot 

support anyone on purely scientific grounds, and th en 

describe why it is you picked one to follow.  If ag encies, 

if EPA, has been lacking in that, it is probably in  the 

discussion of why it ended up with a linear model o r with a 

certain model for animal to human extrapolation.   

They are in the guidelines, and again, the key 

point was to avoid case by case manipulation of tho se 

assumptions on the risk assessment process itself, unless 

you had very good scientific reasons to do so. 

PARTICIPANT:  I am a second timer, so I will be 

really brief.  The statutes that we have been discu ssing, 
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especially with respect to EPA, delegate the decisi ons 

under all of the laws that we have been talking abo ut, to 

the EPA administrator, not to the president.  In fa ct, what 

is trouble about OIRA’s role is that people are not  dealing 

with the president, they are dealing with career ec onomists 

who have been part of an institution that perhaps r esist 

change administration to administration, which is t he lack 

of sensitivity to elections is partly what troubles  a lot 

of us.  I just want to make those two comments. 

I know that Professor Strauss, in his excellent 

article about who gets to decide these things, is v ery well 

aware, of course, and would have said it himself, I  am 

sure, that the statutes delegate to the administrat or of 

these agencies. 

PROF. DUDLEY:  A quick comment, I think the first 

person who came up to the mic noted there are no la wyers on 

this panel.  That is definitely a debate among 

administrative lawyers, which is why I think it is probably 

not appropriate for a report and recommendations on  

science, because that is a much bigger question is the 

president’s authority over the executive branch age ncies. 

In terms of the OIRA staff, I am glad that you 

recognized that they are career staff, because earl ier you 

said it is a political body.  OIRA, it is a career staff, 
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and every president has continued to ask them to do  the 

same thing.  President Obama, as we saw when he fir st came 

into office, he sought public comment on what shoul d my 

regulatory oversight procedures be.  He ended up ke eping 

the same ones that have been essentially unchanged for the 

last 30 odd years. 

MR. ROSTKER:  I just wanted to respond quickly to 

something Francesca said at the very end, and that was even 

when decisions are supposed to be based upon scienc e and 

science alone, and the one thing I keep hearing and  the one 

thing I see through my work is that there is no suc h thing 

as something that could be said to be science and s cience 

alone.  Even those decisions that we place in the h ands of 

scientific advisory boards, in the case of the Clea n Air 

Act, CASAC, are determined to a very great extent b y the 

scope and the charge of those bodies.  They rarely are 

given carte blanche to consider all available scien ce and 

all available options. 

We see this in many cases when we talk about the 

NAAS process, where the considerations of CASAC are  often 

limited, both time and resources, to those options 

presented in the staff paper.  We have instances wh ere 

scientific advisory bodies ask EPA or the charging 

organization why are they being limited to those sp ecific 
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charge questions.  It is what we saw in the case of  the 

formaldehyde review of IRIS, where NIS had to go be yond the 

limited question of an evaluation of formaldehyde, and talk 

about the entire process.  Why was this an issue? 

The charging of those organizations, even before 

you start talking about the science they consider, the 

charging is a policy consideration and it makes it really 

hard to even use the three-body concept, science, p olicy 

analysis and decision, because the science itself, the 

consideration of science, is often limited by the p olicy 

considerations that lead to the questioning of the science. 

DR. GRIFO:  Actually, can I respond.  I will just 

give you another example that agrees with what you are 

saying.  One of the strongest statutes that I know of that 

says science and science alone, best available scie nces, of 

course, listings under the Endangered Species Act. 

What we found is that where there is a will, 

there is a way.  You can get around these things ve ry 

effectively.  I will just tell you, for that one, w hat they 

were doing at the Department of Interior was, typic ally 

what happens is someone can say, hey, I think this thing 

should be listed.  I am just really going superfici ally 

here.  They ask for it to be looked at.  Traditiona lly, 

Fish and Wildlife looked at everything in its files , looked 
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at what the person who was asking for it to be list ed 

offered up, put it together into a report and that moved 

through the bureaucracy.   

Well, under a certain administration, they said, 

no, actually the practice is going to be, from now on, we 

are not going to look in our records.  We are going  to 

decide on this listing, based only on what the peti tioner 

puts in.  Yes, it was supposed to be a decision bas ed on 

the best available science.  Clearly, if you are no t 

gathering all that science and putting it together,  you 

defeat that, no matter what. 

MR. CONRAD:  Jill Rogers did a nice job of 

explaining how in the risk assessment paradigm over  the 

last 30 years or so, there are these default assump tions 

that are kind of bridging trans science assumptions  that 

allow us to make decisions where the science doesn’ t really 

tell us the answer about, well, if you give rats th is does, 

what is the effect on humans down at this dose. 

A lot of those conundrums date back, I mean, were 

first really identified in the ‘60s and ‘70s.  The 

difference between them and I think a sort of more purely 

policy type considerations like employment and so o n, are 

that they are often referred to as safety factors, but also 

as uncertainty factors, because they were meant to address 
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scientific uncertainty, which is defined as somethi ng that 

we don’t know a lot about.  But if we did more stud y, we 

could reduce it. 

Obviously none of this has much to do directly 

with the question of external constraints.  It woul d, I 

think, over the long-term substantially help the ki nds of 

debates that we have here.  If Wendy’s report or AC US’ 

report were to recommend that agencies really focus  more on 

generating and encouraging the development of scien ce that 

actually begins to answer some of these uncertainty  factor 

questions, mechanisms of action type studies and so  on. 

As we get a better understanding of the molecular 

basis of a lot of disease and so on, we can get bey ond some 

of these 1970s uncertainty factors and a lot of the  debate.  

To sort of tee it up a little more dramatically, th e reason 

why I think this is controversial is because in man y of 

these standard kind of risk assessments, you end up  with an 

uncertainty factor of cumulatively of about 3000. 

There are people like David Finkel who say, well, 

that is really probably not protective enough, we o ught to 

have more.  Most people, I think, tend to think tha t they 

are overprotective, that after all we are intended to be 

conservative.  If, in fact, we reduce them all by a  lot of 

scientific inquiry, it is quite likely that the res ult 
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might be that the numbers, the sort of safe numbers  that 

come out are actually higher than a lot of the ones  we have 

now.  There is a lot of resistance to that, because  that is 

rollback.  That is sort of the political underlay, but I 

think it is an important issue to be addressed in t he 

report. 

MR. GILMAN:  I think it is important to point out 

that, with the cancer guideline revision, the switc h was 

turned the other direction.  The presumption is tha t you 

don’t start in the default position, that you have to 

evaluate the data first.  If there are insufficient  data, 

then you fall back to the default position. 

I know some people disagree with that, but that 

has substantially changed the approach, at least in  the 

cancer arena, at least in the agency.  I think it h as 

placed a greater emphasis on the scientific basis o f the 

default assumptions.  While there hasn’t been a tar geted 

research effort aimed at reducing the uncertainty i n those 

various areas, I think it does start to push things  in that 

direction probably far enough. 

MR. CHIU:  I guess I would caution against 

getting into the whole default assumptions and thes e type 

of things.  A lot of this ground was covered in Sci ence and 

Decisions in 2009, in terms of use of default assum ptions, 
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replacing uncertainty factors with probably distrib utions 

that are based on what is known about different che micals 

and different species. 

As well as one of the previous speakers pointed 

out about the role of the proper formulation is sor t of 

defining what is the information and science that y ou would 

need to best inform the decision.  That is sort of a 

necessary feedback loop between the policy decision  back to 

the policy analysis, and back to the science.  I th ink that 

ground has really been covered, and I would urge th is 

exercise to not really delve into all of those agai n, given 

that there was an extensive review of that earlier.  

MR. GILMAN:  We’ll be covering this ground 10, 

20, 30 years from now. 

DR. GLEDHILL:  As an engineer, I am still just 

sort of practically scratching my head and saying, how 

would you actually do this?  The question, I think,  before 

us is would more transparency at the interagency le vel 

really improve the process.  Engineering wise, I sa y, well, 

when I was OMB, and Susan and Paul were there and t heir 

policy, science isn’t the only uncertainty that com es as 

part of a policy decision.  There is legal uncertai nty, 

there is economic uncertainty about the costs of th ings.  

There is uncertainty about future structures.  One of the 
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things that we always do at OIRA is worry about how  our new 

entrants are going to come in.  Is this fair to all ow 

dynamics in our economy? 

The question is, if transparency is the solution 

we want for the science uncertainty at that level, is 

transparency the solution we want for the legal 

uncertainty, the economic uncertainty, all of the o ther 

things that come at that level.  For example, what if 

Department of Justice had to right a memo to the do cket 

telling, here is all the legal risks we are taking by doing 

this policy at this time.  The lawyers would never allow 

that, nor do we have transparency on what future en trants 

are we not taking care of by allowing this policy v ersus 

not. 

Who are we discriminating on in the economy.  

What interest groups are we discriminating against.   All 

those things are things you take into account when you have 

to make a decision at this time, at this place, wit h this 

information.  If transparency is what we think is a  

solution for science when we are making those scien tific 

uncertainties at that level, I guess I would say it ’s not 

really a good fit.  We wouldn't want to apply trans parency 

to all of those other policy uncertainties that com e at 

that level. 
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I just really question again, for the focus of 

what we are talking about, is that really the right  

solution, given all of the other uncertainties in t he 

policy world we come with at that level. 

DR. KORN:  Could I just say that I think it is 

common practice in science to identify the limitati ons of a 

study.  In fact, in many medical studies that get i nto the 

best journals, you are required to discuss the limi tations 

of your study. 

I don’t know whether that is what you mean by 

transparency, but it is part of the protocol of a h igh 

quality scientific study that you acknowledge the l imits.  

The things that you weren’t able to take into 

consideration, or the things that you weren’t able to 

examine, that may in fact be limits on the generali zability 

of your results.  The fact that is the way you do s cience 

doesn’t necessarily mean it has to extrapolate to l egal 

decisions it does affect.  

PROF. DUDLEY:  I actually think it does 

extrapolate.  I think it is the way we want to do s cience, 

but I think it is the way we want to do it.  We wan t to 

think through all of the legal consequences, all of  the 

economic consequences. I think that is what a regul atory 
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impact analysis does.  It is a transparent accounti ng of 

everything we know about the effects of the regulat ion.   

I think the transparency that I am a little bit 

concerned about, and maybe you meant to be referrin g to, is 

who said what to whom about those topics, rather th an 

transparency about the information that formed the basis of 

our decision.  That, I think we should be as transp arent as 

we can possibly be.  The who said what to whom, I t hink, is 

irrelevant. 

DR. GLEDHILL:  That is exactly right.  That is 

what I meant, in terms of disclosing all those kind s of 

things of where you are getting the different input s, 

because that is the complication, then you don’t ro utinely 

see that as part of all of the other parts of infor mation 

that come with due decision. 

I agree with your thing on the medical thing.  We 

exactly want that, just like we want in engineering , about 

the ability to know what the limitations are, thing s that a 

policy official can use inappropriately, or medical  

practitioners can use the science appropriately.  T hat is a 

great example of the handoff from science to the 

practitioner, which is what OIRA and the regulatory  

agencies are, the practitioners of using the inform ation. 
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MR. GILMAN:  Let me just return to one element of 

this discussion.  When the Academies goes behind cl osed 

door, take the needle off the record, they go throu gh a 

process where they make sure their biases are balan ced.  I 

mentioned this before, but there are no conflicts o f 

interests.  If there is a conflict of interest, the  party 

is removed from the study.  There is no such proces s in the 

interagency process.  There are instances where the re are 

conflicted parties at the table.  I think that spec ial case 

may merit further discussion, at least.  

DR. KORN:  We have one more question, and then I 

want to make a suggestion before we all run for the  snacks. 

DR. GRIFO:  Just one quick thing, I mean, I would 

just add to that, if these deliberations are so abo ve 

board, so logical, so necessary, then what is the p roblem 

with revealing them?  I don’t get it, but anyway, g o ahead. 

PARTICIPANT:  Well, in reverse order, a quick 

follow-up on what Dr. Korn said about one of the ha llmarks 

of a quality study is acknowledging the limitations .  One 

of the problems that I have seen with the IRIS asse ssments 

that I follow is that there is no set of criteria t hat are 

used to determine whether a study is high quality o r not.  

Going back to Dr. Goldman’s comment about study des ign, 
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that is one of the things that is missing, and woul d be 

very useful to have.  What are the marks for good q uality? 

Then, going back to what Dr. Gilman said, I was a 

little surprised by his comment that there is no ba lance in 

the interagency process because it would seem to me  you 

would have a perfect balance.  EPA, as a regulatory  agency, 

has an interest in regulating.  The other agencies,  as 

regulated entities, have that perspective to bear.  It 

seems to me that there is a perfect balance there. 

MR. GILMAN:  I have been in situations where 

questions have been put before an interagency group  of 10, 

and there were nine yays and one nay, and the nay o ne.  

That is your balance. 

DR. KORN:  I used to run executive committee 

meetings at Stanford, but I was the one.  Listen, c an I 

make a suggestion?  I have a feeling that there is some 

conflation of issues that have been circling around .  I 

would like to suggest that the product of this exer cise 

might be enhanced if one could separate the issues.  

One issue is, is there a way to strengthen the 

use and integrity of science in the agencies that u se 

science to drive their analysis and their decisions .  In 

Wendy Wagner’s study, there were a number of exampl es that 

she pointed out of desirable technique that were be ing used 
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in certain agencies, but not generally, raising the  

question of whether OSTP, or someone like OSTP, cou ld issue 

a set of guidelines for all of the agencies on best  

practices, addressing a whole bunch of different ar eas. 

Entirely different, I think, I am suggesting is 

the whole issue of how OIRA works.  If that is what  you all 

want to discuss, that is your choice.  I think ther e is 

something practical and concrete that could come ou t of 

this in terms of following on Wendy Wagner’s idea o f 

pulling out best practices as they exist in differe nt 

agencies, and recommending that they be more widely  

adopted. 

Let’s thank the panelists and it is a 15-minute 

break. 

(Brief recess)   

  Agenda Item: Session 3 – Roundtable Discussion of  

Best Practices 

DR. RODRICKS:  We are going to do in this session 

what Dr. Korn said we should be doing.  We are goin g to be 

looking entirely at the question of internal agency  

processes that might be where the best practice not ion 

arises, and talk about those.  They are presented, the ones 

that we are going to be talking about, and particul arly not 

cover every one of them, but certainly the more imp ortant 
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ones we will try to cover are in Professor Wagner’s  summary 

report, the recommendations report, beginning on pa ge four 

through page five.  Best practices for agency decis ion 

making processes, so that is our purpose here today . 

The panel consists of, I think we are all 

scientists and a science administrator, as well.  S tarting 

at the far end, Professor Tracey Woodruff, again, y ou all 

have her bio information.  She bicycled here, I und erstand, 

all the way from San Francisco.  She is at the Univ ersity 

of California at San Francisco.  In the middle, Dr.  David 

Michaels, who is the assistant administrator for OS HA at 

the Department of Labor, and Dr. Tom Louis, who is a 

professor of biostatistics.  So we have got a stati stician 

now on the panel.  That is very dangerous. 

By the way, I have a quiz for the panel, and as a 

matter of fact, for all of the audience.  Fifty yea rs ago 

this month, a book was published that had perhaps a  big 

influence on the kinds of things we have been talki ng about 

today.  The quiz is, what book was that, 50 years a go this 

month?   

PARTICIPANT:  The Silent Spring. 

DR. RODRICKS:  Exactly.  We are going to focus on 

those best practices, Dr. Korn, just as you suggest ed, for 

internal processes. I am going to ask each panelist  to just 
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say a few words, sort of a high level view on the n otion 

that they can be applied across all agencies perhap s, that 

are involved in science-based decision making.  Thi s is a 

presumption in Professor Wagner’s report.  She is c areful 

to say that we don’t know enough to really make a s trong 

proposal at this time, but this is a presumption th at we 

want to explore.  Cross-agency application and what  might 

be some limitations on that. 

Then, just highlight the practices you think 

really require further elaboration, that are really  

important here. Then, anything of your own that you  want to 

bring up, as well.  I don’t care who begins.  Maybe  we will 

just start down at the end.  Tracey, do you want to  begin?  

This is just a brief introduction to your views her e. 

DR. WOODRUFF:  First, I wanted to say it is so 

great to be here.  As you know, I am from Californi a, and I 

will endorse the bike program that you guys have he re, 

where you can go between bike stations.  I would hi ghly 

recommend it because it is great to ride your bike here 

because it is quite beautiful. 

That aside, I just wanted to say that it is so 

great to be in a place where we can talk about this  issue 

that is so important, in terms of thinking about ho w to use 

science in policy.  It is a little bit wonky, and t hat is 
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why it is so great to be here in D.C. to talk about  it.  It 

is so fundamental to the decisions that are being m ade.  I 

really enjoyed that the speaker said this morning a bout how 

it has influences across, not only the U.S., but 

internationally. 

I was reflecting on some of the comments that 

were given this morning, and I wanted to come back to the 

purpose that Wendy Wagner gave for the report, whic h was to 

improve the process by which science is used in the  

decision-making process, which I thought is very he lpful to 

remind myself about. 

Because sometimes during the discussion today, I 

got, I have to admit, a little bit lost about very many 

things that this issue can bring up, which is so ma ny 

things that have to be talked about, but to try and  remind 

myself about the meta level issue, which was the sc ience 

and the decision-making.  How can we look at this p rocess 

and see how to improve it, because it is a continuo usly 

improvement to it, that will improve ultimately our  

decisions.  

The other thing that I really thought was 

excellent about the report, that keys into best pra ctices 

is that the things that we want as elements of the best 

practices are transparency, ideally reproducibility , 
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consistency across approaches, even if we have diff erent 

questions.  It is on a kind of similar consistency across 

questions.  Then, this was raised many times, being  able to 

distinguish between science and judgment.  Then, at  the 

end, which I think was brought up by Granger Morgan , is to 

have a place in the decision-making process that is  about 

incorporating values and preferences. 

The thing that I really liked about this report, 

that reflects back onto best practices, was this re view of 

what different agencies are doing to look at how th ey 

integrate science into their evaluation of their ev idence, 

and then how it feeds into the decision-making proc ess.  I 

thought, well, this is great, it compares EPA and t he 

Endangered Species Act and the Nuclear Regulatory 

Commission. 

I also thought, there is another whole area of 

decision-making that is going on, that is relevant in the 

government, that I think would be very useful for 

integrating in the terms of best practices, which i s the 

experience in clinical medicine.  This is something  that we 

have been very interested in at UCSF is the area of  how do 

you use systematic, transparent, evidence-based eva luations 

in environmental health, but learning from what is 

happening in clinical medicine. 
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Clinical medicine has gone through this very same 

evolution, but starting in the 1990s, where they we re 

looking across many disparate pieces of information .  There 

was a movement started by someone named Archie Coch ran, who 

said, why can we not take all the available evidenc e in a 

transparent, systematic matter, and condense it int o one 

place, and then use it for us to make decisions, wh ether it 

is the decision that the doctor makes about their p atient, 

or the decision that you might make in a health car e policy 

setting. 

This has evolved starting with the very famous 

paper that was published in 1992 in JAMA, where the y 

actually showed that you can actually see the diffe rence 

between an evaluation that is more systematic and 

transparent, compared to sort of expert judgments, which is 

a lot of, at least in environmental health, are rig ht now. 

What that paper showed was that a more rigorous 

collection of the science results in decisions that  are 

different than expert judgment, whether it was the 

evaluation for science, this was for cardiovascular  

medicine, said don’t prescribe certain drugs becaus e they 

are harmful, even though people were saying to do t hat.  Or 

do prescribe certain drugs because they are helpful , even 

though people were saying exactly the opposite. 
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This was a very revolutionary paper in clinical 

medicine.  What ended up happening is that this has  evolved 

into what has been called Cochran or systematic rev iews, 

now where the latest evolution is grade.  The reaso n I also 

liked it was it follows some of the elements that a re 

covered in page 102 of this report, in terms of bes t 

practices, which was discussed earlier this morning , which 

is clarity about what it is you are trying to answe r in the 

policy context, so the policy question. 

Assessment of the evidence, and this I would 

actually recommend to be more, and Dr. Goldman talk ed about 

this this morning, and actually is inherent in one of these 

recommendations, I would draw that out a little bit  in 

terms of there is collecting the evidence and evalu ating 

the evidence. Then, the application of the evidence , and 

then the bridge of the evidence to the policy quest ion.  

All of these elements are also covered in this appr oach and 

grade, but it has had 20 years of experience. 

One of the recommendations I made is that we 

should go back and look, and see some of those thin gs, and 

see where they are relevant to perhaps disseminatio n among 

some of the agencies, in terms of best practices. T o give a 

very specific example, I was looking at the 

recommendations, and the first one is make a list a vailable 
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of the scientific literature that is consulted.  I think 

this seems very obvious to me, so I am not sure why  this 

hasn’t been done.  I used to work at EPA, so that c ould be 

why. 

The other thing that is actually I would say is 

how did you identify the literature.  In best pract ices, it 

would not only be what is the literature used, but what is 

the method for getting the literature, because that  

actually matters.  It has actually been shown in cl inical 

medicine that the tools that you use to collect the  

evidence can actually result in different types of evidence 

being collected. Even being very clear about how yo u 

search, this sounds very micro, but even how you do  search 

terms matters, so I would expand that. 

The other recommendation I would expand on is 

this idea that a priori, and this was raised this m orning, 

decide how you are going to collect the evidence, e valuate 

the evidence, including which you include and exclu de in 

your decision-making process, and then synthesize t he 

evidence.  That is up until the policy decision.  I  think 

that is really important.  Basically lay out your m ethod, 

that can become part of the public record.  You do it a 

priori, because here is the thing.  I have done thi s 

myself, so I am not accusing anyone of anything.  Y ou get 
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the results and you are like, oh, I didn’t really l ike how 

I got to that decision, and I don’t like what this study 

says, so I am going back and revise how I decide ho w to use 

it. 

The idea is you a priori decide.  It doesn’t mean 

that you don’t have judgment, because there is judg ment in 

every step of the process.  You have clarity so eve rybody 

can agree up front how that evidence can be evaluat ed.  

Then, you go out and do it, and then any judgments that you 

have to make, which happen every step of the way.  Should I 

look at this paper, is this paper biased in some wa y?  You 

have to document it. 

That doesn’t mean we can’t disagree or agree.  We 

can do that, for sure, and we will.  The fact that it is 

documented then leads to more transparency, which t hen 

feeds back into the process.  I think I am over my time, so 

I think I am going to stop.  I would say just one m ore 

thing is that in the grade approach, the synthesis of the 

evidence is different from the strength of the 

recommendation.  You can have weak evidence and mak e a 

strong recommendation to do something, because of v alues 

and preferences, costs and benefits, all of the thi ngs that 

we are talking about. 
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This idea that there should be transparency in 

the science decisions that are prior to the policy 

judgments.  I think that should be throughout all o f the 

government.  There is no reason not to. 

DR. MICHAELS:  Well, first, let me begin by 

thanking ACUS for kicking off this process.  I thin k it is 

a tremendously useful one, and from a regulator’s p oint of 

view, I think there is a tremendous amount that the  

agencies can learn.  Let me thank Wendy also for he r paper, 

which I think is a great beginning also, raising a bunch of 

very important issues.  Also, as she pointed out th is 

morning, regulatory agencies don’t speak that much with 

each other.  Often when they do, they are in confli ct. 

The idea of actually learning best practices from 

each other is one that I think I welcome.  I learne d a 

great deal from reading about EPA, Fish and Wildlif e, et 

cetera.  Also, to have an outsider come in and give  their 

perspective.  We often get lost in the weeds. 

I think Wendy was able to come and say, okay, 

this is really how this flowchart works.  While it sounds 

like a simple procedure, it is really not.  That is  a 

tremendously useful process that we have just begun  here, 

so it is great that we are having this meeting. 
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Joe asked us to think about are there best 

practices that we can all adopt.  Obviously, I thin k we 

have to consider a bunch of issues, what authority we have, 

the staffing and culture of the agency, the resourc e, et 

cetera.  I don’t know that there is a one size fits  all or 

anything like that, or anything we should all adopt .  

Certainly, taking from each other and seeing how we  can 

move forward makes lots of sense, not just in pract ices, 

but actually in our findings, I think, and I will g et back 

to that. 

One thing we have to be very cognizant of, and I 

think this was something grades several times did, but 

first by Professor Zeckhauser, is the cost of doing  all of 

this.  OSHA has a fabulous process where we have a 

tremendous amount of transparency and input from ou r 

stakeholders, with many, many, many points of input , 

including public hearings where we go through a pee r review 

of our scientific documents.  We also have public h earings 

where anybody who testifies can cross examine anybo dy else 

who signs up to testify. 

When you talk about an active peer review, we 

have got scientists who represent very different in terests.  

They are actually talking to each other and saying,  what do 

you think about this.  The downside of that whole p rocess, 
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though, is it takes eight or more years for OSHA to  get out 

of regulation.  There are tens of thousands of chem icals 

out there, in OSHA’s 41 years, it has issued regula tions on 

30 chemicals.  It has inherited about 400 or 500 ot her 

ones. The rest are not regulated or inadequately re gulated. 

By putting more resources and putting more time 

and getting a better process, those other chemicals  are 

unregulated and workers are paying for it with thei r 

health.  That is an important trade-off.  We could do a 

better job on every chemical, there is no question,  but is 

that worthwhile. 

Wendy was critical that Fish and Wildlife was 

under resourced.  They are given $250,000 in a year  to get 

this regulation out.  In some ways, that is my pipe dream.  

Tell us you have a year, at the end of the year, yo u have 

to have it out, and here is $250,000, do the best y ou can.  

We would be way ahead, so we have to think about th at in 

that context.  

I think there are a lot of things that we could 

do.  We could learn from each other to really impro ve it.  

I think it is actually focused on this question tha t came 

up at the last session, which is sort of what scien ce, what 

policy.  There really is a science that is under 

discussion, and that science is separate from the p olicy.  
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We have the debate over the science because many of  the 

advocates and stakeholders don’t like the policies,  so they 

go after the science.  Certainly with risk assessme nts, you 

could debate the assumptions, but look, I don’t hav e to 

talk about any examples, other than global warming.  

There will be people who will be well-funded, who 

will come in and attack every single point in the s cience. 

Obviously, the long history of tobacco shows you th e same 

thing.  That will go on for decades, if it is well enough 

funded. 

How do we improve the science that goes into that 

thinking? I think there are a couple of things we c an do, 

that we could talk about.  A lot of them are actual ly 

written in papers, several of which I have actually  co-

authorized with Wendy and some others, to ensure th at 

private science gets the same treatment that public  

science, access to data, for example, issues are on  

conflict of interest. 

Right now, if you write a paper for the New 

England Journal of Medicine, not only do you have t o 

disclose any sort of financial conflict of interest , but 

the first author has to say, if she or he could pub lish 

this paper without getting permission of the sponso r, and 

the sponsor played no role in vetting the outcome.  As a 
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regulator, I can’t ask for any of that same informa tion.  I 

don’t know who paid for the study, the relationship  of who 

sent the study into stakeholders in the process.  A t 

minimal, I would think regulators should be able to  ask for 

the same information that the Journal of the Americ an 

Medical Association gets, for the same set of reaso ns. 

The final issue I will just talk about in this 

sort of 3000 foot thing, relates to this question I  think 

Susan brought up earlier, or a number of people did .  This 

debate over what is the right number for protection .  Maybe 

that is not the way to go, because we are never goi ng to 

agree.  Some of us will say, well, the science says  this.  

In fact, that is the policy decision. What consider ations 

do we take into account, including the law.  The la ws often 

say we should go down to no risk.  Then, that puts the 

agencies in a very difficult position, because you can’t go 

down to no risk.   

The example of radiation is an interesting gone.  

The energy department has an occupational exposure limit of 

five rem per year.  I was Assistant Secretary of En ergy 

during the Clinton years, and that’s terrible.  You  don’t 

want anyone to get five rem a year for their lifeti me.  It 

would be quite dangerous. 
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We also have the concept of as low as reasonably 

achievable.  Even though it’s five rem a year, you’ re 

trying to drive exposure down all the time.  Maybe we 

should try to move away from this paradigm of what is the 

safe level, because we are not going to be able to come up 

with that number.  Recognize that for many chemical s, lead 

being a great example, because we don’t think there ’s a 

safe level of lead for babies.  We should be workin g hard 

to just drive exposure down as much as we can, with out 

saying five is safe and six is dangerous, or someth ing like 

that.  Anyway, we will come back to more, I hope, o f this.      

DR. LOUIS:  It is a pleasure to be here, and at 

this point in the day, many things have been said.  What I 

am going to do, instead of giving many of the prepa red 

remarks is dance through a few of them, and focus o n a few 

things that I think haven’t been emphasized suffici ently. 

I agree, at least in principle, with virtually 

all of the recommendations.  I won’t list them for you.  I 

think that they have various digress of do ability and 

various degrees of impact, but at least, I think, w orking 

on them is a very good idea.   

The comment on stopping rules, I think it is also 

a good idea, but maybe should be augmented by what I will 

call checkpoints.  Frequently, especially when ther e isn’t 
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a mandated deadline, it would be a good idea to hav e an 

internal, and possibly external, report of progress  to 

date, that might even document we need more informa tion 

before we can make a decision.  The very act of hav ing a 

headline, as you know would focus on consolidation of 

evidence thus far, and I think improve the process.  

Related to that, a strong proponent of 

reproducible research.  That doesn’t mean that we c an have 

an algorithm that pushes a button and everything sp ews out.  

As much as possible, have it that you, the individu al or 

the agency, can reproduce what you did, and therefo re, 

other stakeholders can do it.  In fact, the very in tention 

of having reproducible research or reproducible pol icy 

changes the process and improves the process by kno wing 

that you are going to be doing that, and making sur e to 

prepare for it in real-time. 

That docks into the issue of a protocol.  In some 

sense, the notes I’ve prepared in the last few days  are an 

interesting kind of protocol in that I had the idea s I was 

planning to present.  Many of them I still will, so me were 

presented by others, others I now see are a little bit 

bankrupt.  I wouldn’t have known that if I hadn’t w ritten 

them down.  I think it’s very important to have pro tocols.   
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It is very important to have points where you can 

change the protocol.  The virtue of a protocol, whe ther it 

be in clinical medicine or elsewhere, is that you a ctually 

know that you have changed it, as opposed to simply  having 

things floating around.  Now, there is a proposal i n both 

documents, Dr. Wagner’s and also in the ACUS docume nt, 

about in some sense a suggestion of a bright line b etween 

science and policy.  I think we have heard today th at line 

is very fuzzy.  I would take it a step further and say, 

forget about it. 

What I mean by that is, definitely document 

literature sources, decisions made, analyses done, and 

maybe wait until later to worry about, well, was th is 

science or was this policy or was this trans scienc e?  

Spend your energies on the documentation side, and then, 

later maybe try to draw lines, or maybe never draw lines.  

I’m a statistician, so uncertainty is, in some sens e, my 

job security.  I am going to give a little bit of 

discussion of uncertainty. 

I think we all know in this room, some far better 

than I, that policy decisions are made in a sea of 

uncertainty, whether it be on the science side or t he 

sociology side or the economic side or the moral si de, 

whatever side you’d like.  Generally, there’s insuf ficient 
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direct evidence.  We don’t have a lot of direct evi dence, 

for example, of risk assessment for humans on chemi cals.  

We have a fair amount for rodents.  Even risk asses sment 

for rodents is dicey, let alone risk assessment for  humans. 

There’s a lot of model-based uncertainty.  What I 

mean by that is standard errors, even within the co ntext of 

a well-posed model, let alone the more dominant kin d, which 

is model uncertainty, what shape is the dose respon se 

curve.  What are the hydrodynamics of percolation o f 

certain things in the ground water. 

Usually, there is disagreement on the evidence.  

I mean, we can talk about here is the body of evide nce, and 

now we may disagree on both the analyses of it and the 

conclusions thereof.  Usually, there is disagreemen t on 

what studies should go in, how relevant are things from a 

long time ago.  What about a threshold for quality,  what 

everyone might mean by quality.  

Even when we agree on the evidence, there will 

inevitably, as others have mentioned frequently in this 

today and elsewhere, disagreement on the take on th at 

evidence.  As much as possible, I certainly push fo r 

agreement on or at least posting of the evidence, a nd then 

let the decision that’s political, ethical, sociolo gical, 

whatever it might be, economic, take over.  Again, not with 
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a bright line, but at least with some idea that her e’s the 

stuff we are talking about, as opposed to having th e 

evidentiary basis float all of the time. 

A few more things, and then I will turn it over 

to the next round.  I think it’s been floating arou nd a 

little bit today, but I want to emphasize that at s ome 

level, we need to have a degree of trust.  Now, I t hink it 

has to be trust, but verify, but we need to have pr ocesses 

that we trust.  We need to have agencies staffed by  people 

that we trust, both in terms of their science and t heir 

integrity.  Ditto for the executive branch, and eve ry other 

branch.  I am not trying to be Pollyanna about it, but I 

think ultimately, since these decisions are made in  a sea 

of uncertainty, society needs to somehow work for a  degree 

of trust, and we have to push it. 

The other thing I am is an educator, so I am 

going to mention some things about education.  The more we 

communicate and identify uncertainty, the easier it  is for 

people to get uncertain about decisions, poke holes  in any 

decision, whether it be a decision to do something or not 

to do something.  Some of that is never going to go  away, 

but some can be improved, I think, by education.  I  mean by 

that a Congressional staff, policy types and the ge neral 
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public that needs to understand that we are making 

decisions in the context of uncertainty. 

Then, actually, a lot of times, an uncertainty is 

what drives the decision, protect the most sensitiv e 2 

percent.  Don’t give the mean height level of the G rand 

Forks River, if you read the little article in the New York 

Times on Friday, maybe do the 95 th  percentile level of that 

river, if you are thinking about levy control or 

evacuation. 

I won’t bother with a lot of others, but there 

are clearly a lot of others, wherein fact, it is no t the 

center of something that matter, it is the edges.  It may 

just be the degree of uncertainty itself drives the  

decision, and that the decision has to say, we have  to be 

ready to adapt because we don’t know yet enough to make a 

final decision. 

Consolidation of case studies across agencies is 

very important, in terms of educational rule.  The Red Book 

has been mentioned.  Since we are in the National A cademy 

here, I will mention another one, there is every fo ur 

years, or I think it is going to happen again in 20 13, the 

Committee on National Statistics issues Principles and 

Practices for a Federal Statistical Agency. 
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It is not a regulatory agency, but it gets handed 

out to all Congressional staff and many others to s ay, here 

is what we do and here is how we do it and here is why it 

is important to have a firewall between statistical  

agencies and executive and other branches.  I think  those 

kinds of documents are very valuable in other conte xts. 

A few other quick points and then I will stop.  

Science and technology evolve, we all know that, bu t I’ve 

been involved in many situations where agency heads  or 

agency staff are very nervous about making changes,  even if 

it is only a change of statistical analysis in the light of 

some fancy new procedures. 

At least the conversation is such that it seems 

to be implying that it was being done incorrectly 

previously, and in a sense, an admission of guilt.  I think 

we have to get a culture going where everything evo lves, 

and at regular intervals, things will be revisited,  and 

that is good, not bad.  

Then finally, I would like to propose that we 

balance the books.  What I mean by that is that the  ACUS 

report, the Wagner Report, talk about proper practi ce for 

regulatory agencies.  Even though we can’t legislat e it, I 

think we can try to insist that critics of agency d ecisions 
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and critics of other decisions are held to an equal ly high 

standard. 

If they are going to complain, whether it be 

because something was done or wasn’t done, that the ir 

complaints and their input should be as evidence-ba sed and 

as reproducible as anything we insist upon the agen cies.  I 

think if we balance the books a little bit, we can handle 

the uncertainty issues better, and in fact, improve  public 

policy.  I will stop.  

Agenda Item:  Discussion with Participants 

DR. RODRICKS:  There is some food for thought 

there.  Let me ask a couple of questions, follow up  on some 

of these points.  If you like, Tracey, on the clini cal 

medicine model, which I found interesting, you disc uss its 

possible use as a model for a process, for moving f rom 

evidence to some kind of decision.  Isn’t that quit e a 

different kind of decision context, though, from ma ny that, 

let’s say, EPA engage in or other regulatory agenci es?  

What is the policy science nexus in that situation?   Is 

there one, how does that work? 

DR. WOODRUFF:  I didn’t set that question up.  I 

just want you to know that before I answer it.  Tha t is a 

really excellent question because when I talk about  

clinical medicine, of course everyone could be thin king two 
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things, or you could be thinking nothing, too, beca use it 

is kind of late in the afternoon.  One thing is tha t it is 

largely about pharmaceuticals.  It is like a lot of  this 

was developed around, should a doctor give a drug t o 

somebody who is sick. 

The context of pharmaceuticals is different for a 

couple of reasons.  One is that the laws require, i n the 

United States, that we test pharmaceuticals for saf ety and 

efficacy prior to entry on the marketplace.  That i s one 

context that is already, if you are in environmenta l 

health, you know is different.  I guess that is tru e with 

OSHA, too, is that environmental chemicals don’t ha ve that 

requirement right now. 

Then, as part of getting on to the marketplace, 

pharmaceuticals go through a particular type of exp eriment, 

which is randomized controlled clinical trials, whe re 

people are deliberately given the pharmaceutical or  the 

drug, and controls.  As you can see, that is anothe r 

difference.  We are not going to do that.  We don’t  really 

do that with environmental chemicals usually, in a very 

experimental setting. 

Right now, you may be thinking, well, how could 

clinical medicine techniques really be used for 

environmental health because of these differences?  That is 
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why I was careful to say, and I think this is so gr eat 

about your comments, Wendy’s comments this morning is it is 

really the process that we can learn from. 

For example, what do we use in environmental 

health.  We use a lot of animal studies.  Well, the  tools 

that have been developed and actually tested, the g reat 

thing, I know I sound like I am a big advocate for this, 

but I have drank the Kool-Aid of this whole thing, so I 

will just say that right now.  The tools have been 

empirically tested. 

It is really nice in that way, that you can go 

back and you can look and see, well, if I do a rand omized 

search, or if I do a very thorough search for the 

literature, does that make a difference?  Well, tha t has 

actually been tested. Do the tools that I use to ev aluate 

the quality, I am going to use that loosely, of the  

studies, clinical medicine has tested that.  Well, those 

are the same kinds of things we really want to see in 

evaluation of other types of evidence. 

Transparently collecting information, decision 

about we are going to evaluate the information, and  then 

some of the things we have to adapt.  The way we lo ok at 

randomized and clinical trials, randomization, whet her 

people knew they were going to get the drug or not,  well, 



158 
 

 
 

you can apply that to animal toxicology.  Not quite  in the 

same way, but you can adapt it.  You don’t have to go 

through their 20 years of pain.  You could probably  

decrease that a lot more rapidly. 

I agree, I think that relates to your comment.  

It is not going to be cookie cutter, somebody else said 

that this morning, but we can learn from the princi ples.  I 

think that is the key, is like what are the best pr actices, 

that is what we are talking about, which also were 

discussed in the report, too, trends that relate to  how do 

we improve, because it is really an iterative proce ss.  How 

do we improve the way that we apply our scientific methods 

that we might use in experiments to really evaluati ng all 

of the evidence?  I think that was also brought up this 

morning.  

DR. RODRICKS:  Good, thank you.  David, you said, 

if you don’t like the policy, you attack the scienc e, that 

is a common theme.  Is there some way around it?  I sn’t’ 

the notion behind a lot of what Professor Wagner is  

proposing, it is to, I guess, in way, make the scie nce 

bullet-proof, if you like.  That if you go through good 

processes of internal review, external review, you end up 

with a product which should not be attackable.  Isn ’t that 
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the whole notion?  It is done with high integrity, of 

course. 

DR. MICHAELS:  That is the ideal.  I think, in 

fact, we are always going to see issues around the science, 

because we are rarely dealing with clinical trials.   There 

are always going to be interpretations.  There are ways to 

address it and ways that have more integrity.  An e xample, 

there was some controversy some time ago around the  Harvard 

Six Cities Studies.  I think that came up even this  

morning, as well, about particulate exposure. 

A multi-year study showed that levels below 

current EPA-allowed exposure levels, you had kids g etting 

sick, you had mortality effects from particulate ex posure.  

There were some industries involved in putting part iculates 

in the air.  It didn’t like those results, and beca use of 

the Data Quality Act, essentially we have access to  

federally-funded studies. 

I think, in this case, they did the very 

honorable thing and insured that the reanalysis of the data 

was done by a group in Boston, the Health Effects 

Institute.  We set up a very open and rigorous proc ess to 

do the reanalysis.  Alternatively, there are mercen ary 

scientists out there who will give you whatever res ult you 

want.  I could do the same thing.  If someone gave me a 
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data set, and said, here is the study that was done  by the 

government, here are the cut points, here is what t hey 

found, I could reanalyze it and give you a totally 

different result.  I think we could set up rules fo r the 

way data are treated.  It will at least get us all the way 

there, get us most of the way there.  It is not goi ng to be 

perfect, but I think there are things like that we should 

be thinking about. 

DR. RODRICKS:  Very understood.  Did you want to 

comment, Tom, on that? 

DR. LOUIS:  I was involved on the Six Cities 

Studies.  You might think of it as nine monitor stu dies as 

opposed to a six city study.  Industry did not like  the 

results, and in some ways, the critiques were reaso nable.  

It was, could it tax rate as opposed to pollution, could it 

features of the cohort.  It did evolve and into the  

National Mortality Morbidity Air Pollution Studies that HEI 

funded. 

Those were more cohort studies and at least 

convincing on having different biases and different  

weaknesses.  The complementary set, I think, produc ed 

information that was very valuable to EPA.  Here is  a case 

where I think the dialectic actually helped, even t hough at 

real-time, I wasn’t very happy with it. 
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DR. WOODRUFF:  Do you think it changed the 

answer?  The effect estimate from the Six Cities re mained 

essentially the same, right? 

DR. LOUIS:  It didn’t change the qualitative 

answer. 

DR. RODRICKS:  Let me ask both David and Tom a 

question, though, on, to me, one of the really impo rtant 

recommendations that has to do with this process, w hich 

Professor Wagner describes as a four-step process f or 

integrating science into the whole policy process, and 

achieving clarity on how that works.  I just wonder , you 

didn’t really express an opinion.  I think maybe To m did 

and you said, don’t worry about it.  Did I misinter pret 

what you say? 

DR. LOUIS:  You misinterpreted it a bit. 

DR. RODRICKS:  Okay, so clarify that point, 

because I think I worry about that a lot.  I am sur e David, 

you find it so difficult to separate science from p olicy in 

your decisions, and how do you think you achieve th at.   

DR. LOUIS:  Just quickly, I was saying that the 

boundary is fuzzy, and I still will say that.  Cert ainly, 

there are some things that are clearly science, the  in 

vitro test for the NTP is clearly science, and some  other 

things are clearly policy. 
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I think there is a middle ground, and so my point 

was, worry about it a lot in terms of documenting y our 

assumptions, your data sources, what you do with th em.  At 

least at that boundary, don’t spend a lot of corpor ate 

energy in deciding whether it is science or policy.   Spend 

the energy on doing a good job in documenting what you did. 

DR. MICHAELS:  I think that is very reasonable.  

I think from OSHA’s point of view, we look at the s cience 

and the risk assessment.  But by law, we also do al l sorts 

of additional analysis, technological feasibility, economic 

feasibly, that are taken into account.  Those are c learly 

policy decisions, so we don’t pretend that the scie nce 

forces the decision.  In fact, we say that we will look at 

these other issues, as well. 

DR. RODRICKS:  So the science didn’t make you do 

it all the time.  We have some time, I want to make  sure I 

cover a few other of the questions, or at least bes t 

practices that Professor Wagner mentions, the stopp ing 

rules are pretty interesting.  I think you already 

commented on those, Tom, and talked about checkpoin ts.  How 

does that then get you to a stopping rule?  What ar e those 

checkpoints, and I will get comments from Tracey an d David, 

as well, on this one.  Are these important, do you think? 
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DR. MICHAELS:  I think so, but they are agency 

specific.  We will issue a certain period for publi c 

comments, and we will say we will analyze everythin g in the 

record, up to that point, and we won’t add anything  beyond 

that.  I think at some point, you do have to stop a nd that 

is pretty straightforward.  You have to say, this i s the 

point where the record closes, and that is where yo u were.  

Obviously, we work under the assumption or the cont ext that 

we are using the best available evidence.  It would  be 

great if we could come back and revisit all of our 

standards every five years.  That again is a resour ce 

question that most agencies only dream about. 

DR. RODRICKS:  So let me just follow up.  You are 

working towards some kind of regulation on some che mical, 

and there is an epidemiology study of mammoth propo rtions 

just around the corner.  How do you decide whether to wait? 

DR. MICHAELS:  That’s a rare event.  We know 

what’s out there.  You know who is doing the studie s.  It 

would be very surprising to us if there were a stud y to 

come out that would absolutely change the game that  we 

didn’t know about.  If we thought it was very impor tant, we 

would likely to be in contact with the authors in a ny case 

beforehand.  I think that is less of a concern to u s. 
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DR. RODRICKS:  I think this question does come up 

a lot in the IRIS process, there is always research  

underway. 

DR. WOODRUFF:  I agree that I think the stopping 

rule is an excellent recommendation.  I think the c hallenge 

is the implementation, because there are legal mand ates in 

some of the cases, the NAAS and the Fish and Wildli fe, they 

have legal mandates.  There is no legal mandate on this 

IRIS risk assessment.  I think this idea of sun shi ning, 

stopping rules and trying to be more adherent to it  is a 

first step in probably a longer process.   

I know this is kind of a sideways thing, but it 

also could be that you could evaluate this.  I love  the 

case studies idea, that you could continuously eval uate how 

well you are doing through these case studies, in t erms of, 

for example, if you decide your best practices are going to 

be to go with these four, maybe five, recommendatio ns about 

how to evaluate evidence, and then you go and do ca se 

studies, to see how well that works, compared to wh at you 

were doing before, the stopping rule could be anoth er case 

study where you could see, well, if we had arbitrar ily 

stopped at these different points in time, did it r eally 

change our decision?  I mean, that can be empirical ly 

tested. 
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DR. LOUIS:  If the phrase stopping rule was being 

used the way we use it in clinical studies, I would  not 

have to replace it with checkpoints.  We have monit oring 

plans, monitor at regular intervals.  There is a st opping 

rule, but that rule may say don’t stop. 

What I want to make sure is that there is regular 

monitoring, and that there is a decision process th at, if 

it isn’t a jurisdictionally dictated deadline, that  there 

are purposeful decisions on whether there is enough  

information or whether society is better served by waiting.  

I am fine with stopping rules under that definition . 

DR. WOODRUFF:  Just to go back to clinical 

medicine, they actually have shown empirically that , once 

you lay the information out, you can actually see w hen, if 

you look at the actual data, when doing more studie s 

doesn’t matter anymore.  If we were to do that more  often,  

I am just speaking to environmental health, with th e animal 

and human health studies, you can see that the effe ct plus 

the confidence interval isn’t going to change, even  if you 

do another study. 

As again, that Altman study showed that doing 

more studies on this particular drug didn’t matter.   You 

were just wasting time and money by continuing to s tudy it.  

Again, this is kind of like a case study idea that you 
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could actually evaluate this, or at least set up th e tools 

so it can be evaluated.  

DR. RODRICKS:  Every time I am on some group with 

a decision analyst, they bring up value of informat ion 

analysis.  That is what you are talking about, I gu ess. 

DR. WOODRUFF:  Yes, exactly because that is a 

perfect example of trying to figure out the costs a nd 

benefits of going or stopping. 

DR. RODRICKS:  Everyone likes stopping rules.  

Professor Wagner does bring up the difficult proble m of 

whether they should be simply arbitrary, or there i s some 

rule about stopping rules that you really ought to revoke. 

Let me cover the issue, I think these are related 

issues in a way, staff authorship of documents or a t least 

attribution.  Whether that is a good idea, whether 

tracking, I think the language in the report is tra cking 

the norms of science in this respect. What is typic ally 

done when you look at authorship for scientific rev iew.  

The right to dissent might be related, so any comme nts you 

have in those two areas would be welcome. 

DR. MICHAELS:  I found that very provocative.  I 

hadn’t thought about it really before reading Wendy ’s 

paper.  My plan is actually to meet with my staff a nd raise 
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it with them, and ask them what they thought before  I would 

opine on it.  I will give you a report. 

DR. RODRICKS:  Since you are a manager, let me 

just read this comment from the report itself.  The  

observation in the report as an important and relat ed 

point, the programs understudy provide at least pre liminary 

support for the observation that staff-authored ana lyses 

tend to be more evidence focused, nuanced and likel y to 

concede limitations, gaps and assumptions in the av ailable 

evidence as compared to analyses that are heavily 

influenced, if not written by managers. 

I think that is just an observation from limited 

interviews, but that is certainly one of the motiva tions 

here, I think, behind this.  I don’t know if you ha d the 

review or not. 

DR. MICHAELS:  I think my staff is worried when 

they write something about something I know too muc h about. 

DR. WOODRUFF:  Speaking from having been in an 

agency and authored documents, at least from the 

perspective of it is good to be rewarded for the wo rk you 

do.  I think that is very valuable, in terms of tha t aspect 

of it that was raised this morning by Dr. Goldman.  I like 

that part of it.  I think it is important to know w ho wrote 

the document, as well.  It also lends to transparen cy in 
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the decision-making process, if you know who has au thored 

it.  I am not sure I see what the downside of sayin g what 

the authors are.  I guess that is where I didn’t, s o why 

would we not do it, then? 

DR. LOUIS:  I haven’t worked in a federal 

regulatory agency at least, but I think in general,  it is a 

good idea.  I would expand it to, not that there is  a bar 

in this in general, but sometimes there is, an 

encouragement for staff to then take the experience  from 

developing those reports, and submit articles that are 

appropriately protected and necessary to the peer-r eviewed 

literature and have a little more encouragement for  that.  

In addition to, and sometimes maybe in place of, th e 

authorship of the report itself. 

DR. WOODRUFF:  Actually, I would like to comment 

on that, in terms of the ability of research staff to 

publish findings that they have done, when they are  at the 

agency, that may be related to the evaluations that  they 

do.  I know there are some variation in clearance 

processes, for example, for staff at agencies, in t erms of 

publishing either their scientific studies or the r esults 

of reviews.  That is not covered in here, but I thi nk it is 

a really big issue, because it does lend a dampenin g 

approach to science issues within the agency. 



169 
 

 
 

I know some agencies have very extensive 

clearance processes for publishing in the peer-revi ewed 

literature.  I do not agree with that, because you already 

put a disclaimer on the paper when you send it, say ing that 

it doesn’t represent the views of the agency. 

DR. RODRICKS:  The related question of descent, 

if you have got someone who has been in the process  and now 

decides that he or she doesn’t like the way the sci ence is 

being treated, should there be some formal policies  on this 

matter?  I think the NRC is cited as a good model f or this. 

DR. MICHAELS:  That is part of that same 

question, to ask the staff, do you like this idea?  I mean, 

it singles people out, sometimes people don’t want to be 

identified in various ways as being a leader in som ething 

or the center of something.  I mean, I think theore tically 

it makes lots of sense.  I know Lynn Goldman was co nvincing 

in her support of it this morning, but I think we h ave to 

look how it really works. 

DR. RODRICKS:  We should have some written record 

that person X disagrees with this interpretation.  Yes, 

that would be on the record. 

DR. WOODRUFF:  Well, and I thought it was very 

interesting that the people at NRC really liked the  policy 

that they had in place.  I thought that was support ive of 
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that policy.  I was not familiar with it.  I though t it was 

so interesting that they actually give out awards.  I don’t 

know if we should do this, but give out awards for 

dissenters.  I thought that was a very interesting idea, 

but it could encourage people to dissent. 

DR. LOUIS:  Authorship issue, although it is more 

general than that, and that is a lot of speakers ha ve 

mentioned the importance of having high quality sta ff.  Of 

course, agencies have to attract and retain, and ca reer 

develop, such staff.  I think anything that can be done to 

make the positions attractive to start and attracti ve to 

continue is vital to any of the successes that we a re 

trying to produce or enhancements that we are tryin g to 

produce. 

I will add one more comment about that, in terms 

of external peer review, which anybody who does ext ernal 

peer review for federal agencies and thinks they ar e doing 

it to make money probably needs to have their head 

examined.  At least, there has been a trend for goo d deeds 

to go punished, and I think at least the federal 

government’s rules could make it a little bit easie r to 

travel, a little bit more comfortable to stay, and a few 

things like that, to make sure that we can maintain  the 

cadre of external peer reviewers that are necessary . 
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DR. RODRICKS:  I have one more issue in the list 

of best practices I want to cover.  That is the iss ue of 

transparency.  I think the recommendation urges age ncies to 

apply the deliberative process protection very spar ingly in 

this.  It seems to call for a very complete record of the 

decision, everything both the science and the polic y and 

the decision.  It goes to talk about all informatio n 

received from any source and how it is explicitly d ealt 

with in the document.   

It seems to be a pretty fishbowly recommendation.  

I am not sure, I may be mischaracterizing what Prof essor 

Wagner says.  What is your general take on that? 

DR. MICHAELS:  Well, my fear, I am reminded of a 

document put together by a consulting firm, when OS HA was 

moving towards an indoor air quality standard, whic h was 

taken on by the tobacco industry.  There was a memo  

written, and I don’t remember the exact words it wa s 

written with, but essentially say, you know, we can  send 

these comments in and tie OSHA up for two to three years 

just answering them.   

Again, you have got to think about, how do we get 

efficient and effective regulatory agencies.  We ha ve a 

record with everything that is given to the agency,  every 

meeting is transcribed, everything is sent in.  It is there 
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and we try to really answer them, and say this is h ow we 

address them.  Depending on the level that you want , you 

really could tie up an agency for many years, and n one of 

us have the resources we need to be able to do this .  It is 

just one thing you have got to weigh out. 

DR. WOODRUFF:  I think it is very challenging 

partly because the science and the policy, you can often 

get mushed together.  I do think that having high 

transparency on the science side is very important.   I am 

not saying everything is science, like you were say ing, it 

can’t be definitive, but there are judgments that s hould be 

documented. 

I do think if you have this, you moved more 

towards, which was mentioned this morning, that NTP  is 

going this way and it is something that we have bee n 

working on, this sort of a priori, coming up with y our 

methodology, and have that vetted.  Then, maybe min imize 

what happens after that, that that could make the p rocess 

more efficient.   

I think the other issue, in terms of 

transparency, is I do think that it is important to  have 

the science and the science judgment issues transpa rent, 

either between the agencies and then between the ag encies 

and OIRA.  It just was very interesting on the disc ussion, 
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not the deliberative process, I get why the deliber ative 

process is not going to be made public. 

When I’ve looked at this chart that you did on 

the different agencies and the role of OMB and the role of 

interagency review, I just wanted to point out that  there 

are two different results that you are evaluating.  One is 

rule-making, so the NAAS processes are rule-making,  the 

Endangered Species as a rule-making.  IRIS is not a  rule-

making. 

There is no incense that policy issues of like 

cost benefits or values and preferences, and all th at kind 

of thing.  That shouldn’t come into an IRIS assessm ent.  I 

am not sure why they have the most interagency and 

intensive OIRA evaluation of all these processes.  I mean, 

it is sort of unbalanced in that way.    

DR. RODRICKS:  That is an interesting comment.  I 

hadn’t thought about that, which I think you were r ight.  

Tom, did you have any comment on that? 

DR. LOUIS:  I have nothing to add, really. 

DR. RODRICKS:  Nothing to add on this?  Just a 

question, I guess peer review, anything in particul ar to 

point out there?  It is not very prescriptive on th e 

question of peer review, the recommendation for bes t 

practices. 
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DR. MICHAELS:  I thought Wendy’s point that by 

pulling your peer reviewers into a room to essentia lly work 

together gets you a much process than farming them out 

individually and then having to respond to each one , is an 

excellent point.  That is sort of a best practices we could 

learn from. 

DR. LOUIS:  I would like to moderately, if I 

heard correctly, disagree with that.  I think I wou ld like 

to make sure to have independent opinions in the pe er 

review that might then be coalesced into a less 

heterogeneous or less variable set of opinions.  I 

personally don’t want to lose the information that 

individual experts or stakeholders have when they i nitially 

look at the evidence or draft report. 

I think if some of the issues and expert 

elicitation that end up with overly homogenous port rayals 

have actually served a negative influence, as oppos ed to if 

you’d like, again, as a statistician celebrating or  at 

least honoring the uncertainty that is there.  Not 

disagreeing with eventually coming to either consen sus or 

your consensus, but I don’t want to lose those earl ier 

steps.  

DR. RODRICKS:  Any last minute thoughts?  We are 

going to turn to the audience. 
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DR. MICHAELS:  I had one other thought.  It 

became clear to me this morning, thinking about som e of 

these different agencies and the work we do is actu ally not 

just learning from each other, but it would seem it  would 

make sense to actually try to share some of our pro ducts. 

I mean, for example, if the Environmental 

Protection Agency is looking at various chemical ex posures, 

there are a number of other agencies that are conce rned 

about those exposures, and perhaps different forms of 

exposures.  OSHA, MSHA, the Consumer Product Safety  

Commission, the FDA, USA, might be thinking about s ome of 

those chemicals, and actually performing some of th ese 

analyses in a way that other agencies could use the m, would 

actually be of great savings to the taxpayer, and i t would 

make a lot of sense.  That is something that we sho uld try 

to encourage, as well. 

DR. RODRICKS:  We will take some comments or 

questions from the floor, if you would like.  I am still 

curious to deal with the issue that Susan Dudley br ought 

up, about the process by which NAAS are produced is  treated 

with pretty high regard in the report.  Yet, you co mmented 

that those rules end up to be the most highly conte sted 

rules of all.  I guess cost issue is certainly a pa rt of 

that.  Why should that be the case when you’ve got what 
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seems to me, at least in my perspective, also, quit e a good 

process.  Maybe that is too big of a question for t his time 

of day.  Paul? 

MR. GILMAN:  I wouldn’t mind answering that 

question, but I have my own question.  On the Six C ities 

Studies, your comments led me to believe that maybe  the 

recommendations of the report about data availabili ty 

aren’t needed.  Do you have a view on that, either for 

federally-funded studies or private studies? 

DR. MICHAELS:  No, I think having access to raw 

data is a good thing.  There are two things that I would 

add to that.  One is that it should be everybody’s raw 

data.  Right now, if a study is produced, it is eit her done 

by federal scientists or done by scientists paid wi th 

federal money, the raw data become available to any body who 

wants to examine it, to reanalyze it.   

I think there should be equal treatment of 

private science, if that is going to go into the re gulatory 

process.  Then, the studies that are paid for priva tely 

probably should go through that same process and be  

available.  

The next step, though, is thinking about what are 

the rules of reanalysis.  I actually have a paper o n that, 

the International Journal of Epidemiology a couple of years 
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ago, with a number of other epidemiologists saying,  if you 

are going to reanalyze, it would be essentially mai ntaining 

the integrity of it.  You can’t just go fishing.  I t really 

is very important to follow certain guidelines and steps 

with essentially starting from the beginning, sayin g, here, 

what are priors are, here is how we are going to an alyze 

it, before going in and just essentially coming up with the 

new results.  I think more access to data is a good  thing, 

but it has to be done in a way that is balanced and  equal. 

DR. LOUIS:  Just a quick one, having to do with 

son or daughter of Six Cities, or at least NMAPSs.  In a 

way, it was easy, or still is, because all of the 

information being used are publically available.  T hey may 

not be easily conssolidatable , but they are public ally 

available.  There is no issue of disclosure.  In fa ct, on 

the Hopkins website, there is iHAPS, which has all of the 

data sources for our various analyses, and our prog rams 

that were used to take from database to graph and t able, 

and so on. 

On one level, that was easy because there were no 

propriety information that we are needing to be pro tected 

or at least worried about.  It is at least the kind  of 

thing that has made it easier to say, if you don’t like 

what we have done, go do it.  It is all there, avai lable.  
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Then, we try to hold people to the same standard of  

debriefing on assumptions, methods, so on and so fo rth. 

DR. WOODRUFF:  I like the idea that you have to 

say up front what you are going to do for your anal ysis, a 

priori just doing this fishing expedition idea.  I think 

that is good, because people do spend a lot of time  

collecting and analyzing the data.  It is unfair, y ou 

should have to have a sort of scientific method in place 

first. 

DR. GRIFO:  In the process of our analysis of the 

scientific integrity policies, we did put together a 40-

page thing on best practices across the board in th ese 

agencies.  The NRC Dissenting Opinions Policy was o ne of 

those.  Another agency that has a policy in place f or that 

is the FDA.  It was part of the previous FDA act.  In 

addition to that, the EPA is hard at work, I know r ight 

now, on trying to pull together a policy on those 

dissenting opinions. 

The other thing that I would say that we haven’t 

really talked about, there was a little mention of 

clearance and publication policies.  I would say Fi sh and 

Wildlife Service has pretty much the gold standard 

publication policy.  Yet, that didn’t make its way into the 

Department of Interior’s Policy, which is kind of c razy. 
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It is very simple and straightforward, and just 

says you need to be able to publish, and if you giv e it to 

somebody and say, I am your supervisor and want to get that 

clearance, and the clearance doesn’t come, that the re’s an 

expiration date, so you’re not in this limbo foreve r, 

waiting for that kind of clearance. 

The other thing that we haven’t talked about at 

all, which I think is very important, are media pol icies, 

giving scientists in the agencies easy access to th e media, 

and the media obviously easy access to them, which doesn’t 

mean a free-for-all, because obviously this is just  to talk 

about the research results, not to talk about agenc y policy 

and official agency policy. 

I am wondering, how important do you think that 

is, and just any thoughts you have on those.  Thank  you. 

DR. RODRICKS:  Can I ask before you answer that 

last question, are those formal policies you are ta lking 

about, with respect to media contact? 

DR. GRIFO:  Yes, in the scientific integrity 

policies, the 28 or 29 agencies have done, there ar e formal 

media policies in most of them that say that basica lly what 

we were hoping to see in those policies was that yo u didn’t 

have to go through public affairs clearance in orde r to 
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take the interview.  Rather, you had to recap after  the 

interview and make sure that they knew who you talk ed to.   

The problem with this is that, if you have to go 

through this lengthy process, deadlines for reporte rs come 

and go, and you miss the opportunity to take the sc ience 

and make it accessible to the public.  As I said, 

obviously, this doesn’t go for making agency policy  when 

you’re not authorized to make agency policy.  It do es allow 

for you to take off your agency hat and say, now, I  am 

speaking for me, and this is what I think. 

I think this goes back to something that came up 

this morning, which is how do you do this kind of w ork and 

maintain your scientific integrity.  I think one of  the 

important things is what I call the three basket ru le.  You 

are very clear about what is in each basket.  These  are the 

data, there are what the data means, and this is wh at we 

should do about this data or do with those data.  

Obviously, to talk about the second two, you really  do, in 

many cases, have to take off your agency hat. 

DR. RODRICKS:  Any comments on these remarks? 

DR. WOODRUFF:  Well, I really like the idea of 

the clearance, but you have an expiration date on t he 

publication.  I think that would be, because I have  

personally been involved in papers with agencies th at will 
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remain unnamed, not EPA, where it went on for month s and 

months because they were having some argument betwe en 

different agencies about who was going to clear it and who 

had jurisdiction over the clearance.  I think that that 

would be an excellent rule that could be done from an OSTP 

level, because there are a lot of stories that go o n, that 

we hear about. 

Your media thing is interesting because, on one 

hand, as EPA, I should be able to say anything I wa nt.  On 

the other hand, I see the challenges.  You are part  of the 

government, and how to have people to know the diff erence 

between talking about their study, which always has  

uncertainty in it, and the reporters are always ask ing you, 

well, what does this mean?  They kind of care about  what 

you found, but they really want to know what it mea ns. 

It is tricky, and so, I think if you are going to 

have an open media policy, which I think is general ly a 

good idea, you should probably also have training f or 

people.  Having talked to many, many, many reporter s, it is 

challenging.  They really are trying to like get yo u to say 

something, and a lot of people are not used to it.  I 

respect that the government wants to have a clear m essage 

on what they are doing.        
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DR. LOUIS:  Just a quick comment.  I think as 

part of a media policy, as happens frequently at ag encies, 

but maybe not enough, is media training.  That migh t allow 

more people to be let loose. 

DR. ZECKHAUSER:  There was a lot of enthusiasm 

for stopping points.  I just wondered whether the p anel 

would consider generalization of that, and perhaps some 

qualification of its reasons for its enthusiasm.  I  believe 

that the FDA is doing a much better job now, that i t makes 

decisions and it has post-marketing surveillance.  First, 

it is getting many more drugs on the market than it  ever 

did before, in a relatively rapid time.  Secondly, it is 

taking drugs off of the market, after the fact that  they 

prove to be dangerous. 

They have said, we haven’t gotten all of the 

evidence that we could get, and we are going to get  some 

other evidence.  Two of the arguments for stopping points, 

one was, well, we couldn’t change our mind.  New ev idence 

won’t change our mind.  I would like to suggest tha t lots 

of times, it is worthwhile to make a decision or is sue a 

regulation when you so could change your mind.   

Indeed, let’s assume that the most dangerous 

workplace element came along today, we never knew a bout it, 

and we expect that we are going to spend $10 millio n on it.  
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It might be perfectly reasonable to spend $5 millio n, 

saying, given what we know today, this is what we a re going 

to do, and issue a regulation, and expect that we w ould 

continue to do work or continue to do studies.  Fiv e years 

down the line, we might decide to have a tighter st andard 

or a looser standard or no standard. 

I am just wondering if we think of decision 

points rather than stopping points, would that make  you 

happy or unhappy?  If it would Thomas unhappy, I am  going 

to have to debate with him about statistics and two -arm 

bandit problems and the optimal stopping rules and the 

optional stopping rules. 

DR. LOUIS:  It would make me very happy, because 

for me, stopping rules are checkpoints.  They are s topping 

or not-stopping rules.  I will make two quick comme nts 

regarding FDA and early decisions and post-marketin g 

surveillance.  It is a wonderful concept and it wor ks well.  

It needs to be resting on a much more solid basis o f data 

collection.  I am sure you would agree with that. 

I think the same thing will hold with 

regulations.  A decision is made, but that doesn’t stop the 

energy on proper collection of data and studies, so  that we 

can have the right kind of information to make eith er 

decisions to continue with that regulation or to mo dify it.  
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I am all in favor with it, with an infrastructure t hat 

supports it well. 

DR. WOODRUFF:  I would just say, in terms of 

IRIS, that we have kind of a default stopping rule right 

now, which is everything is assumed safe until we g et the 

risk assessment.  I think the problem is that if we  don’t 

put a timeline on actually making.  It would be one  thing 

if there were interim numbers in there, like you we re 

saying, okay, and then that would allow decision-ma king for 

whatever the regulatory programs are.  Right now, i f you 

haven’t gone through IRIS, you get zero. 

Then, in effect, you are being assumed safe until 

some long, drawn-out risk assessment takes place an d it has 

been evaluated by the GAO and I think the NAS, the Science 

and Decisions was largely premised on the fact that  IRIS is 

IRIS.  The risk assessment process at EPA is bogged  down.  

You could speak to this much better than I can.  I don’t 

know if stopping points help that, but there is a l ot of 

concern about these lengths of time it takes to mak e a 

decision on a risk assessment at EPA. 

DR. MICHAELS:  From OSHA’s point of view, that is 

a wonderful, sort of theoretical approach.  The rea lity is 

it takes us so long to get a standard out that the last 

evidence we looked at is often several years before  the 
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final standards published.  Then, we are sued, alwa ys, and 

we generally prevail.  There is not a health standa rd that 

OSHA has ever put out, where we haven’t been sued b y at 

least one, and often multiple industries.  That is where 

the resources go.  At the end of that process, the idea of 

going back and revisiting that one standard, when w e got 

70,000 other chemicals out there, is clearly what i s going 

to take precedent. 

DR. WOODRUFF:  Maybe you should decide sooner, 

because you are spending a lot of time with the law suits. 

PROF. DUDLEY:  Let me first respond to your 

question about why.  At least, I can tell you why I  think 

that NAAS has the problems.  It is because the stat ute 

makes everybody pretend that their decision is base d solely 

on the science, because that is all the statute all ows.  

Nobody can discuss openly why we would set it at a level 

that is not zero.  Everybody waves their hands and says the 

science says it should be nine or eleven or two or forty, 

and nobody can say why they really think it should be 

somewhere along that linear dose.  It is the statut ory 

language that really makes that.     

DR. RODRICKS:  Forces that kind of thinking. 

PROF. DUDLEY:  The science charade, as Wendy 

called it in her earlier paper, her 1995 article, i t is 
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inevitable with a statute like that.  I have a thre e-part 

question for the panelists.  With respect to the 

attribution and dissent, would you apply that only to 

scientists on purely scientific documents?  Since I  agree 

with Thomas, that is going to be a rare situation. That you 

really are going to have that fuzzy part in the mid dle, 

would you also allow attribution and dissent on the se 

documents that involve policy choices.  If so, woul d you 

stop with just scientists, or would you also allow lawyers 

and policy analysts and economists to dissent on po licies? 

DR. LOUIS:  I think it is a fabulous question.   

DR. MICHAELS:  These are tough questions.  We are 

not a science agency.  We don’t do research, so it really 

is all policy.  That is exactly the sort of tough i ssue, 

which I am not ready to grapple with. 

DR. WOODRUFF:  This is interesting because this 

issue came up at EPA.  There was a person who was 

dissenting on a climate policy decision, but was no t a 

climate scientist.  This was raised in the news, an d people 

probably read about it.   

This all came out via sideways, leaked emails, 

but should there have been a process for someone wh o is not 

a climate scientist to comment on climate science.  I think 

that possibly one solution is to have people who ha ve a 
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dissenting opinion be able to publish their dissent  in the 

peer-reviewed literature.  Then, let their peers de cide if 

it is actually a real dissent, or in this case, did n’t get 

out.  That could be another way to deal with it.  

I am a scientist, so I don’t really like lawyers 

commenting on science.  Then, someone said, anyone can 

learn anything, so maybe I could learn to be a lawy er. 

DR. LOUIS:  Susan, my comment was a bit flip, but 

I really mean is I don’t feel I have the knowledge,  both in 

terms of the ground truth of what goes on in OMB, t o answer 

that question.  I am sure you do at least have your  view.  

I think the line is so fuzzy that I’m not sure how far you 

can go beyond it, but I think it is worthy of discu ssion 

study, whatever other things we need to do. 

DR. WOODRUFF:  But I do think that if you are 

more clear about documenting what studies go in, ho w you 

evaluated the quality of the studies and along the way, 

then, when you have the dissent, you can see more e asily 

where in the process it occurred.  I think this iss ue is 

one that we are struggling with, so clearly, it is probably 

an area that you could use further case studies or 

evaluation, because I think it is tricky.  There ar e a lot 

of things to trade off on that issue. 
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MR. GILMAN:  Tracey, I just wanted to comment on 

the IRIS statements you made.  It was an assumption  in the 

Science and Decisions report that, in the absence o f the 

value in the IRIS system, the agency did nothing.  I was a 

reviewer of that report.  I pointed out that that w as 

untrue.  I cited other EPA individuals, and it stil l didn’t 

find its way out of the report.  That is not the fi rst time 

that’s happened. 

DR. WOODRUFF:  You should argue with him, he’s 

from over there. 

MR. GILMAN:  In fact, the programs do typically 

adopt numbers at that point, whether it be Cal/EPA (?) or a 

European standard and the like, if an issue rises t o a 

regulatory concern.   

DR. WOODRUFF:  It is true, and I will correct 

myself, that for some situations, they will look to  other 

agencies that have like Cal/EPA, because I was invo lved in 

an air toxic assessment where EPA didn’t have a num ber. We 

went to Cal/EPA and used their number, and then we went and 

used the HEES numbers, which then really people at EPA 

start to get really nervous about that. 

There are thousands of chemicals and there are 

only several hundred IRIS assessments, and there ar e only 

several hundred Cal/EPA assessments.  There are lit erally 
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several thousand chemicals that have nothing.  That  is what 

I mean, in terms of those really will have zero.  I t is a 

vicious cycle, too, because it’s like, well, if we are 

going to do, for example, TSCA, we are going to pic k a 

chemical and we are going to do a rule-making on it .  But 

we don’t have any data, so then how do we, because the law 

requires that we do a rule-making on something that  we have 

data on, but we have none, you know what I am sayin g?  

Then, who makes a risk assessment?   

MR. GILMAN:  Typically, within an agency, the 

program office that sees an exposure level that is of 

concern, regardless of whether the hazard is well-

documented, will begin to work through something. 

DR. WOODRUFF:  Right, but how do they know, A) 

they have to measure the exposure, and then how do they 

know of the concern if there is no risk number? 

MR. GILMAN:  If they have no exposure and no 

hazard, then typically it hasn’t risen to the level s. 

DR. WOODRUFF:  There’s 200 chemicals measured in 

NHANES.  We have shown in our own analytic chemistr y that 

there is probably hundreds of more chemicals that a re 

present in people, that we don’t have methods yet t o 

analyze.  I think you and I are arguing because I t hink 

there is a whole section of we don’t know.  What we  don’t 
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know can equal we are going to do something, or it can 

equal zero.  I would argue that currently, the whol e debate 

about TSCA is the default right now is to do nothin g on all 

of these chemicals. 

MR. BROMBERG:  Since we are supposed to be 

talking about mechanisms to enhance scientific 

transparency, I think we should say a little bit mo re about 

the importance of peer review.  There was some disc ussion 

earlier this morning.  I thought one thing we shoul d talk 

about in peer review is the EPA handbook, the fourt h 

handbook on peer review.  It talks about the import ance of 

having external peer review instead of purely inter nal peer 

review for topics of more major significance of pol icy 

significance.  You would be bringing a topic for pe er 

review to an external audience.  In the case of EPA , that 

could be the science advisory board. 

To capture what Tom was talking about, instead of 

having group think, put some words in your mouth, i nstead 

of having what the individual people were saying, a n 

excellent practice, which I think I have seen EPA d o, is to 

have the individual scientists draft their comments  before 

they come together in their big meeting. 

Of course, you want to give them adequate time to 

do so.  Then, they bring those comments together, t hey have 
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that discussion.  EPA needs to do more work. I am s ure 

other federal agencies need to do more work, on hav ing a 

good dialogue with the public at those peer review meetings 

when the peer reviewers get together. 

Instead of a day and a half, perhaps they need 

some more time, but where they have a dialogue wher e the 

public commenters, the peer review process can work  its 

magic and do a good job.  EPA is spending a lot of time on 

IRIS today, reforming that process, to allow a more  robust 

discussion at the SAB level. 

DR. LOUIS:  Could I make one quick comment?  I 

think I certainly agree with everything you said.  I think 

the other place for peer review, especially for iss ues that 

are coming up, that are relatively new, is to get p eer 

review of the protocol, whether it be called a proc ess or 

something else.  I am taking again my experience in  both 

clinical and epidemiological studies. 

You want to avoid the equivalent of come to think 

of it, you can’t get there from here.  Make sure yo u have a 

preflight checklist, checkup, if you like, that is both 

internal, but I think importantly, external on bigg er, more 

novel projects, so that we make sure from the start  that we 

can get there. 
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MR. BROMBERG:  It was a whole subject as to what 

do peer review and the scope of the peer review and  the 

charge questions, that would be too long for me to comment 

on. 

DR. RODRICKS:  There are a number of 

recommendations for future work that Professor Wagn er has 

out there.  One of them, I think, has to do with ho w do you 

select peer reviewers, all those kinds of questions  come 

up. 

MR. BROMBERG:  The other area that we talked 

about a little bit, but perhaps we should have done  more in 

this session, is on the transparency and how to han dle 

weight of evidence, selection of literature, review  of 

literature, how do you systematically review the ev idence.  

A good source of that for ACUS is the NAS recommend ation 

that was mentioned this morning, on the formaldehyd e 

committee, where they talked about the importance o f 

collecting. 

Obviously, you have a list of the literature you 

reviewed, a list of the literature that was deselec ted, 

based on some kind of quality criteria that would b e 

spelled out.  Having a systematic way of evaluating  the 

quality of that evidence, and selecting the evidenc e, and 
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then of course, doing your study, your protocol, yo ur 

evaluation. 

The recommendations that came out of this NAS 

formaldehyde recommendation are really excellent ro admap, 

it is chapter 7, which now EPA is implementing for IRIS.  

DD NAS has a separate exercise on providing advice to EPA 

for that IRIS exercise.  That would be a source for  

Professor Wagner and ACUS moving forward, on the si de of 

what to do about that side of the process. 

DR. RODRICKS:  Those are important points.  

Tracey, you made the point, and very interesting, r ight at 

the start about how you collect literature can very  much 

influence where you end up on the science. 

DR. WOODRUFF:  Right, and actually the whole 

process goes through exactly all those pieces, coll ect the 

literature, decide which literature to include or e xclude.  

Though I will say that quality scores are not favor ed in 

systematic reviews and clinical literature right no w is 

shown not to be useful. 

Really, you evaluate risk of bias, so you decide 

all of your risk of bias tools, and then evaluate t he 

evidence.  Then, come up with a recommendation for how to 

label the strength of the evidence.  It has all bee n put 

out, but again, has to be adapted to the environmen tal 
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health context, which is animal studies and human 

observational studies. 

I will just put out that we have been working on 

this ourselves, at UCSF, and to declare my own conf lict of 

interest.  That is clearly an area which I think is  true, 

it is very important and we could learn a lot from in terms 

of moving forward.  It is helpful to look back. 

My point on this is to look back and see what 

another discipline did in their own sometimes painf ul 

acceptance.  I am not going to say everyone, becaus e there 

are probably not very many physicians here, because  not all 

physicians like this method.  There is a part of it  that 

requires that we be more true to the evidence.  I t hink 

that is hard when we are very use to just using our  

internal judgments that we don’t always want to mak e 

transparent. 

MR. BROMBERG:  One last thing is that the ACUS 

recommendation probably could directly incorporate the 

information quality requirements that the agencies are 

already requiring by their rules, to follow and inc orporate 

that as one of the things we should be looking at, as part 

of developing their policies for ensuring data qual ity, 

peer review, et cetera. 
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DR. RODRICKS:  I don’t see any more questions 

from the floor.  Let me just ask if anybody here ha s a 

final word or two.  Let me thank you all then.  Tom , David, 

Tracey, very good discussion.  Alan, are you going to go 

right to the roundup now? 

PROF. MORRISON:  No more breaks, no more coffee, 

no more food, but if any of the panelists would lik e to 

stay up here, for the next panel to get asked more 

questions or make more interjections, without havin g to 

stand up at the microphone, you are welcome to stay  here.  

Anyone who has been on it in the previous panels, w ould 

like to come back up, we are going to try and go, a nd look 

at some of these questions again. 

  Agenda Item: Session 4 – Roundtable Discussion: 

Moving Forward 

PROF. MORRISON:  While we are getting one more 

chair, a couple of preliminary matters. I am Alan M orrison.  

I am a member of both the Science, Technology and L aw 

Committee of the National Academy of Sciences, and a senior 

fellow at the administrative conference.  My job is  to try 

to pull some of these things together and review so me of 

the things that have been said, and perhaps a few o f the 

things that have not been said, if that is possible . 
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Before we begin, let me just issue a word of 

thanks on behalf of everybody here, to the Alfred P . Sloan 

Foundation, which financed the workshop today, Ther e is a 

very small acknowledgement on the back page of the program 

about the Sloan Foundation, but I wanted to be sure  

everybody was aware of it.  Without them, we would not be 

here today. 

Let me begin by talking about a couple of things, 

and just some observations about Wendy’s report.  T o me, 

what was one of the most surprising things was, and  I am a 

lawyer, not a scientist, how differently science is  done, 

not only among different agencies, but even within the EPA, 

depending on the nature of the inquire that they ar e doing. 

One tries to generalize about things, recognizing 

that even among good practices, let alone best prac tices, 

it is not always easy to tell what the right thing there is 

to do.  It suggests, at least partially, that one s ize may 

not fit all, and that we have to keep those things in mind, 

including the questions about cost and importance a nd time, 

and everything else that may be part of the process . 

Second, there was much talk today about science 

and policy.  One thing I didn’t hear very much of a  couple 

of times was mentioned the long arm of the law, not  in a 

police sense, but in the fact that the law constrai ns 
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administrators in what they can do, must do and can not do.  

In particular, the question about what role, if any , cost 

should play in the process is often determined at l east 

ultimately by what the law says, even though it may  not be 

clear in the law itself.  When the agencies are set ting up 

to undertake a rulemaking of some kind, it is impor tant 

that they keep the law, as well as the policy issue s, in 

mind. 

I fully agree with Tom Lewis that the lines 

between science and policy are fuzzy at best.  It s eems to 

me that we, being agencies, ought to at least to tr y at the 

beginning of the process to see if they can think a bout 

what issues are likely to be able to be answered by  science 

questions, what are sort of science but get into th e realm 

of prediction, and then finally, ultimately, what a re the 

value judgment questions. 

And that it is worth examining those questions at 

the outset, and trying to set them off, if for no o ther 

reason than it prevents, in some respects, the cros sing of 

the lines, and that it is harder for agencies and e verybody 

else to say that politics has taken over a scientif ic 

question, if the question is not identified as scie ntific 

at the beginning of the program. 
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Take something like tobacco regulation, all the 

science is not clear, but I think everybody agrees now that 

tobacco is bad for you.  The question is, over how much and 

how long and what kind of harms can it occur.  That  gets 

into the somewhat realm of prediction, is it scient ific 

prediction or something else. 

Then, finally, the ultimate question of once we 

decide that, what do we do about that.  If we at le ast 

recognize that there are those differences, and tha t some 

of them may be constrained by legal questions and s ome of 

them not, it may help avoid the blurring of the lin es that 

we see in some of these cases. 

The last thing I want to observe is that I didn’t 

understand entirely what the word, study design, me ant when 

it was first used in the first panel.  Paul was kin d enough 

to explain to me at the break, and I understood exa ctly 

what he meant when I understood how he was using th e term.  

The study design is how you go about figuring out w hat 

studies you are going to consider, and on what basi s and 

what criteria.  

I always get amused, somebody said to the agency, 

did you consider something.  I always never underst ood what 

the word consider meant.  Did it cross through my m ind at 

some point, and I quickly dismissed it as being 
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nonsensical?  Did I actually look at a study that s aid 

something about that?  Did I talk to somebody about  that?   

As I understand it, there are various criteria 

that have been used in prior situations, and ought to be 

set forth at the beginning is how, among all of the  

published studies, you are going to identify those which 

you are considered to be the most likely to be usef ul, and 

on what basis you are going to put some kinds of st udies in 

and some kinds of studies out.  Whether that is cal led 

protocol or study design, it seems to me to be a go od idea 

at the beginning of the process, so everybody is op erating 

on the same premises.   

It doesn’t mean, nor should it mean, that if you 

get into the study and you change your mind, it is wrong to 

change your mind.  Changing your mind is not a bad thing.  

It may be a good thing, but at least you recognize that you 

are changing your mind, and you want to give an exp lanation 

for why you changed your mind based upon what you a ctually 

discovered along the way. 

Let me say what I would like to do.  I would like 

to then go over the question of peer review, and ta lk about 

it at least from one perspective, talk a little bit  more 

about peer review, including the question about whe ther OMB 

decisions, with respect to things that are science or 
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science-related, because we don’t know what exactly  it is, 

should those kind of changes made by OMB, subject t o peer 

review, as the recommendations suggest, or is there  

something different about OMB that makes the peer r eview 

system inapplicable to what it is doing on the scie nce 

side, if we can do that. 

Then, I am going to talk a little bit more.  I 

would like to ask a few more things about the delib erative 

process, and then ask the panel to say a few more w ords 

about authorship and dissent, and perhaps some of t he other 

issues.  Any of the panel have any reactions to wha t I said 

at the beginning, or should we just get onto the ot her 

subject? 

DR. MICHAELS:  One of the issues you touched 

upon, I thought was important, and I wanted to sort  of add 

more texture, which is sort of this question of wha t are 

the standards of evidence that we use.  There are a ttorneys 

in the room, and I know that in criminal cases, you  have 

got a proof saying beyond a shadow of a doubt.  Cer tainly 

in epidemiology and much of clinical medicine, we l ook at 

statistical tests, and we have a convention of .05 in many 

cases, and various ways we might use that. 

Neither of those really apply in this case.  We 

often apply what we are used to using.  We have to think 



201 
 

 
 

very consciously about what is the standard of evid ence.  

Obviously, when we are thinking about regulating th e public 

health, and this was an issue that came up this mor ning, 

how protective do you want to be.  That is also goi ng to 

relate to how significant the problem is. 

That has to be, I think, laid out in advance, as 

well.  They will say what standard do we need to re ach, 

what is our evidentiary threshold to decide whether  we are 

going to do something.  Then, later we can get into  the 

question of what the number is, if we are talking a bout 

specific numbers.  We are never going to be absolut ely 

sure.  We are not going to be that criminal court 

requirement. 

On the other hand, it may be that there is a 

risk, in a very simplistic way, that we are concern ed 

about, even if we are not 95 percent sure it is the re. 

PROF. MORRISON:  David, am I right that what we 

are talking about is reviewing literature, whether it is 

published or unpublished, or done by somebody else.   The 

point is that the agencies are doing relatively lit tle 

independent research on their own at this stage of the 

process. 
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DR. MICHAELS:  I think that depends on the 

agency.  I think the agencies have a great deal of 

variation in how they approach these questions. 

PROF. DUDLEY:  I agree with you.  I think one of 

the things that was clear from Wendy’s report is th at a 

one-size fits all approach doesn’t really work.  I thought 

we talked extensively about how the legal requireme nts 

dictated that, that legal requirements are the reas ons that 

agencies have to take different approaches, even wi thin 

EPA. 

I have to disagree with you, though, that the 

legal requirement, let’s see, how did you character ize it, 

would help avoid the blurring of the lines.  I thin k some 

of the legal requirements make you blur the lines.  I know 

I have said this so many times, but in response to your 

comment, I have to say it again. 

The National Ambient Air Quality Standard, that 

legal requirement says it has to be based only on p ublic 

health and only on science.  Therefore, everybody p retends 

that is what they are arguing about when they are n ot. 

PROF. MORRISON:  Doesn’t it say appropriate, 

also? 

PROF. DUDLEY:  An adequate margin of safety, so 

it is necessary to protect public health, allowing for an 
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adequate margin of safety.  If I were to read that,  I am 

not a lawyer and I am not a scientist, I would read  that 

and I would think, gosh, if we think that there are  health 

risks all the way to zero, that means set it at zer o.  Yet, 

nobody does that.  Instead, there are five years of  very 

expensive costly, to taxpayers, research to come up  with a 

number that really is just hand-waving. 

I think that kind of a legal standard actually 

harms the science, and I think it creates that blur ring.  

Study design, I fully agree.  I think your point on  that is 

very important, that setting that out in advance is  

important.  Now, the peer review in OMB, do you wan t me to 

address that, or did you want the audience to? 

PROF. MORRISON:  The question is, why is there 

peer review?  One of the points made in the report is that, 

in the old saying, two eyes are better than one.  T he 

different people, even within the agency, it is wor th 

having somebody else look at it besides the people who 

develop the standard.  The outside peer review is o bviously 

a better system because they are less invested in i t. 

At the agency level, we heard both about the 

desirability of having individual comments, so they  don’t 

get blurred, but the desirability to have consensus  if, for 

no other reason, then you don’t get so much of a mi xed 
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message to the agencies.  It is not that the people  are 

saying the same thing differently.  

Are there any other considerations that are 

relevant, on the question of what kind of peer revi ew ought 

to be done, when it ought to be done, who ought to do it 

and everything else?  Or should we just assume that  peer 

review, by a scientific advisory board, for example , is 

always a good thing and all the agencies should str ive for 

that? 

DR. LOUIS:  I am not able to come up with 

prescriptions on exactly when and how it should be done, 

except by looking at specific context.  There, I th ink, you 

can make progress on paradigms and scenarios, in te rms of 

early on for some situations that are novel kind of  

approaches.  Definitely in the mid-game and at the end, 

both internal and external peer review of important  

decisions. 

I think there are a lot of issues, including when 

is information available to the peer review team.  I will 

leave it to others, but I want to end with the thin g that I 

mentioned a few times, and that is I don’t know whe ther to 

call it the sentinel effect or the halo effect.  It  is just 

the very act of knowing that you are going to be pe er 

reviewed generally improves what you do. 
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I use the analogy when I am talking with junior 

faculty and students.  The intention to submit an a rticle 

to science as opposed to a lesser journal, it actua lly 

improves your research and improves your writing.  That 

aspect of peer review is not the only thing that is  

important, but to me, it is very important. 

DR. RODRICKS:  Just one comment on the peer 

review process that I did not see mentioned in Wend y’s 

report, and that is the question of whether there i s 

uniformity in the response to peer review.  Always a clear 

record of what you considered from the peer review,  whether 

you accepted it or rejected it, and why.  Do you ne ed that 

kind of clarity and completeness with every kind of  peer 

review, I don’t know.   

PROF. MORRISON:  Do you have a recommendation on 

that? 

DR. RODRICKS:  I don’t have a recommendation on 

that, but I have seen so-called peer review cases i n which 

their comments are sent in.  Somebody considers the m, but 

you don’t know they affect the final document. 

PROF. MORRISON:  It is like the comment box up at 

the top of the ceiling, yes. 

DR. WOODRUFF:  I just had one thing.  Of course, 

when you say, do we like peer review, it is like, w ell, of 
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course, right?  It is like saying do I like apple p ie or my 

mother or something.  Anyway, I think the key, thou gh, is 

what we don’t want is an infinite peer review do lo op, 

which I think is where there has been some challeng es is, 

formaldehyde is a good example. 

We didn’t like the SAB review, didn’t like the 

internal review, go to the SAB.  We didn’t like tha t 

review, so we are going to go to the NAS.  We don’t  like 

what the NAS is saying, so we are going to go back again.  

It is like, well, okay, those are all good, but I t hink you 

have to combine your peer review with your stopping  rule, 

because you can’t have one without the other.  You could 

peer review things for a very long time. 

PROF. MORRISON:  What about the problems of cost 

and delay, with regard to peer review?  Can agencie s 

legitimately consider that as to the type of peer r eview 

they are going to have, how often they are going to  have 

it?  Or aren’t we to say that the agency ought to h ave the 

gold standard in all cases?   

DR. MICHAELS:  How could we do that?  We produce, 

as a small agency, a large number of documents.  Ev en if we 

could afford it, you couldn’t find the experts who would 

agree to do it, to spend all their time doing peer review.  

It has to be essentially a graded system where you have 
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important documents, that you use the best people i n the 

country, and then you have a lot of others.  You wo uld like 

someone to look at it, but you also assume there is  a 

public process involved, where you do hear from oth er 

people who weigh in, who may not agree with you. 

PROF. MORRISON:  You do some kind of internal 

peer review, at least? 

DR. MICHAELS:  We do certainly that.  But then we 

use, and I think all of the agencies use, contracto rs who 

set up peer reviews for less important documents.  

Outsiders read them, but they are not given to the top 

academics in the field. 

DR. WOODRUFF:  Peer review is not a perfect 

process.  There is a whole field, an academic field , a peer 

review congress, I mean, they are like people who w rite 

many scholarly articles on peer review.  It is very  

challenging, but it is kind of like transparency.  It is 

kind of the best system that we have. 

Of course, we should always strive to improve our 

peer review process, whether it is through, you men tioned 

disclosure, which I think is entirely critical.  No t every 

journal, for example, has disclosure about conflict  of 

interest or various things to improve it.  It is al ways 
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going to have imperfections, like science has uncer tainties 

in it. 

PROF. MORRISON:  Let me now turn the question to 

OIRA review on these issues.   

MR. GILMAN:  Just on the peer review, I mean, it 

ranges from agencies that do no external peer revie w of any 

product in a given year.  I looked at 2002 for EPA.   There 

were over 900 various studies that were subjected t o a 

process that tiered where that review would be.  Wa s it a 

three-letter review or was it Science Advisory Boar d or the 

National Academy of Sciences and places in between.  

Over 800 of the products were reviewed in some 

form or another, and the other roughly 10 percent w ere 

deemed to be sufficiently repetitious of previous p eer-

reviewed work that they didn’t need independent rev iew.  

That process cost about almost $10 million at the a gency.  

Where do you want to be in that spectrum? 

PROF. MORRISON:  Somebody mentioned this morning 

the issue about important decisions being made at t he local 

level on a routine basis with ongoing businesses. I t is 

pretty difficult to have peer review in those kind of 

situations, it seemed to me. 

PARTICIPANT:  I just wanted to say that one of 

the things that has been missing in the discussions  
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throughout the day, from my perspective, is the sen se of 

urgency about the productivity of the regulatory sy stem.  

This is something that Tracey and David have mentio ned, 

from their perspective as agency officials. 

As just one example, IRIS omits 70 of the 

hazardous air pollutants that have been listed for 

regulation in the Clean Air Act since 1990.  We can  

criticize IRIS, we can chew it over and spit it out , and we 

can pick it up again and chew it again.  It is movi ng at 

such a snail’s pace, as are other aspects of the re gulatory 

process, that these layering on of more and more an d more 

is disconcerting, to say the least.  That urgency i s 

something that I urge ACUS to keep in mind, and I a m sure 

that the Academy will, as well. 

PROF. MORRISON:  Speaking only a little bit for 

ACUS, that probably is a subject of another study o r two.  

Agency delay, it has been a subject of studies in t he past, 

but I don’t think that is the subject of this curre nt 

study.  Although your point about adding layers on may 

depend upon which layers you are adding, from whose  

perspective you are adding them on. 

Let me just ask this one question to the panel 

first, and then we will come back to it.  Suppose f or the 

moment that there is an important rule, and OIRA ha s a 
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difference of opinion about things that are on the 

scientific end, whether you call them purely scienc e or 

not, or whatever it is.  OIRA says, we don’t think that 

scientific judgment is adequately explained by the agency, 

and we reach a different judgment, and they actuall y say 

that they are doing it in part, based on the scienc e. 

Is that kind of judgment by OIRA ought it to be 

subject to peer review of some kind, or ought OIRA,  as the 

current situation is, not be suggested that it actu ally go 

out and get some of the other scientists to look at  it, as 

well. 

DR. WOODRUFF:  I was thinking about that 

question, because there are two parts really.  Ther e is 

does OIRA have to tell people why they made a diffe rent 

science decision.  That doesn’t happen, right, the 

transparency in that piece, versus there is peer re view, 

which is a second piece to that.  I definitely thin k you 

should have to be transparent about your judgments that are 

science-related.  Not deliberations, that is fine, but the 

science judgment should be made transparent.  

PROF. MORRISON:  When you are using transparency 

there, you are using it in the sense of explaining what 

they did and why they did it, rather than actually sitting 

in on the meeting where somebody talked about it. 
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DR. WOODRUFF:  At the end, I say we are making 

this judgment about the dose response is EPA says i t is 10, 

and OIRA says, oh, no, we want to do five.  

PROF. DUDLEY:  I think there is a real confusion 

about what goes on in the OIRA process, so let’s ju st start 

there.  That is not the kind of thing we are talkin g about.  

OIRA doesn't say, oh, you have a scientific study t hat says 

it is 10, and I really think it should be five, the refore, 

change your rule so that it reflects five.   

If that happened, I think, sure, OIRA should go 

through peer review.  But just think about the logi stics of 

that.  OIRA has 90 days to review rules.  It is eng aging 

all the other agencies, so that in essence is a for m of 

peer review.  It is bringing in the other agencies that 

also have scientific information.   

Now, in addition to that, we are going to stop 

the presses for what, a year or two, to get peer re view.  

It is completely impractical, even if there were si tuations 

where it made sense.  I think that, first of all, t he whole 

idea I think misunderstand OIRA review. 

PROF. MORRISON:  That assumes, of course, is that 

there is one kind of peer review that you could hav e.  If 

you had a different kind of peer review that is not  the 
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scientific advisory board, but something else, it m ight 

produce a different kind of operative delay and cos t.  

PROF. DUDLEY:  OIRA has had peer review on things 

like some of its guidelines.  It sends out its annu al 

report to Congress. It sends it out to peer review,  so it 

does do review on some of its own products. 

PROF. MORRISON:  Does anybody think that OIRA 

makes judgments that are on the scientific end, and  that 

end up causing changes.  Maybe there is a suggestio n in the 

report that that is what OIRA does.  It second gues ses the 

scientific determinations.  If it doesn’t happen, o bviously 

there is no need for peer review. 

PROF. DUDLEY:  It gets to the original point, we 

really are blurring the lines between science and p olicy.  

I can’t think of a situation where OIRA came to me and 

said, the agency says, I can’t even think of how to  depict 

it, I think it is a confusion of how OIRA works. 

Certainly, if I were working at an agency and I 

had policy views, which everybody has, views of how  the 

policy should come out, otherwise we don’t work in 

government.  If you are working in government, it i s 

because you care about policy.  I would love to 

characterize everything as science, because then no body 

else could interfere with me, because it would be m y 
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decision and mine alone.  I think that is why it is  so 

important to try to make that distinction and under stand 

where the science ends and the policy begins. 

DR. GRIFO:  You started off with that very 

question of which are policy questions and which ar e the 

science questions.  Who gets to do that?  The scien ce and 

policy God?  I just don’t know who would do that?  Who puts 

this in this column and this in this column.  Obvio usly the 

statutes do it, where the statute exists and it app lies, 

but that is not every case. 

DR. WOODRUFF:  That is actually a really 

interesting point about what you are saying, in ter ms of 

deliberate process.  My experience in a risk assess ment 

that EPA was doing, where we had to have the peer r eview 

charge that IRIS had, reviewed by OIRA, because I a ctually 

worked on this peer review charge.  It came back an d it was 

changed.  Now, should there be transparency in that ?  It 

was changed pretty significantly, I would say.   

PROF. MORRISON:  Is there a policy aspect to the 

IRIS determination? 

DR. WOODRUFF:  Yes, but is there an aspect to 

changing the peer review charge itself?  I mean, on e has to 

ask that question, isn’t that kind of important abo ut how 
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even the peer review is conducted, if there is weig hing in 

on that aspect? 

PROF. DUDLEY:  I think the peer review charge is 

very important, because it drives what the peer rev iewers 

are asked to think about.   

DR. WOODRUFF:  If OIRA makes a change to it, 

should they be made transparent about what that cha nge is, 

so that everyone knows what went in and what didn’t ?  That 

is my question. 

DR. LOCKE:  Could I just break in?  Sorry to do 

this, but there is no one from the first panel here , so I 

am going to do a little channeling.  I guess sort o f 

wearing my lawyer’s hat and my scientist hat, I jus t have 

one basic question.  My question is, how are we goi ng to 

know what is happening without the data?  We have t o have 

some way of gathering data on these questions, so w e can 

actually analyze it.   

I think one of the great things that Professor 

Wagner’s report did is it raised this question.  We  should 

be taking the next step now in trying to figure out  if that 

data is out there.  If the data is out there, we ca n do an 

analysis, we can do a further analysis to find out if there 

are lines being drawn on the science and on the pol icy.  If 
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it is not, we can figure out a way to maybe collect  the 

data, so that we can actually answer that question.  

DR. ZECKHAUSER:  I would observe that there are 

battles going on, both between the agencies and OIR A, and 

basically in all of regulation, and in this room, t hat we 

are waging in terms of can we improve the science a nd the 

science process.  When Alan asked a question, shoul d we 

have peer review of OIRA, I really think the questi on he is 

asking is, should we find some way to tame OIRA.   

I think that we should ask the questions.  I 

mean, many of the people who have suggested that OI RA is 

waging into science and so on and so forth, really would 

like to have more of a thumb on the other side of t he 

scale.  The people who think that the agencies are a little 

bit excessive at times would want to preserve OIRA.  

Certainly, when you start to say we are going to 

change the peer review process, that is a subtle wa y of 

engaging in the battle.  Nobody ever says I am chan ging the 

peer review process, because actually I have found out that 

this professor at Johns Hopkins had more insight th an that 

professor at the University of Maryland.  Oh, that is what 

it is.  It is that you think that it will come out more 

your way. 
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I personally would like to think more in terms of 

let’s leave that battle aside and worry about how t o 

improve the science, rather than have subtle questi ons 

which are really getting at the notion of how stric t we 

want our regulations to be. 

DR. GRIFO:  Again, I struggle with that question, 

which is if we are going back to improving the use of 

science in the administrative process, to what end?   Do we 

want to save more lives?  Do we care more about the  air?  

Do we care more about the water?  Do we care more a bout 

industry? 

That is not really a part of that, and I think 

that leaves open a lot of questions.  To what end, what is 

it that we are trying to do?  I think that is where  we come 

into the problem with science meeting politics, bec ause 

there are two different ends there.  If you asked a ll of us 

at this table, we might have very different ends. 

PROF. MORRISON:  I suppose somebody might say 

that the end is what Congress said the end is in th e 

statute.  The trouble is that doesn’t answer the qu estion 

of what the right answer in a particular case is, t o how 

the ends apply to the facts and to the substance we  are 

trying to regulate. 
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MS. CASANO:  I was going to ask if their comments 

had to do with OIRA, in which case I was going to p ass.  

Given Dr. Zeckhauser’s comment, I will go.  It has to do 

with improving the science. 

People might be using the term study design 

differently.  When Dr. Goldman, at any rate, used i t, she 

was speaking much more broadly than how do you eval uate a 

study.  She talked about developing a hypothesis, a nd then 

explaining how you are going to test that hypothesi s, and 

then testing that hypothesis, and explaining how yo u are 

evaluating the data that you are using to test your  

hypothesis.  Well beyond study design. 

I absolutely agree with Dr. Goldman and Dr. 

Woodruff, that if you did that at the beginning of any risk 

assessment, with significant public engagement at t he 

problem formulation stage, as recommended by the Si lver 

Book, at least some of these problems that we have would go 

away.  One of the problems with peer review is it c omes at 

the end or toward the end.  It comes after an agenc y has 

already made up its mind about what the science say s. 

I think that if you did that, if you had really 

good study design, problem formulation, et cetera, at the 

outset and you read on it, then you could address o ne of 

the other problems, which is there are far more ris k 
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assessments waiting to be done than any agency is c apable 

of doing.  You could turn it over to third parties.   

Not all PhDs are in agencies.  There lots of PhDs 

at universities, there are PhDs in industry, and th ey are 

perfectly capable of doing risk assessment, if the ground 

rules are well established and agreed on. 

DR. WOODRUFF:  We are very much into promoting 

the use at this of best practices from the systemat ic 

review methodologies.  I would say it is not a pana cea for 

disagreements, because you have to make a decision.   You 

will document, when you get a study, for example, o ne of 

the things that you have to evaluate is issues abou t the 

study design. 

Different people may conclude different things in 

that, about issues related to, I will just use the word, 

quality for lack of a better word, in terms of diff erent 

issues about the study design.  There will still be  

arguments, but at least they will be traceable and 

reproducible. 

The other thing is I know it seems such a simple 

concept, but it is actually hard to switch over to this way 

of doing things.  I mean, people take years for tra ining 

and systematic review, to get up to speed on how to  do it.  

It is not just something that you can just necessar ily hand 
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off the shelf.  To move toward this type of system is a big 

shift for agencies who haven’t been doing that befo re.  

Those are just two caveats on that.  I do think it makes it 

more transparent, and in the end, our initial inves tment up 

front will gain efficiencies later on.  

DR. KORN:  I am asking this purely out of my own 

curiosity.  It is my memory that one of the data qu ality 

rules issued by OMB on the agencies requires peer r eview 

very explicitly of particular things at particular times, 

and requires that the peer reviews be posted and th at the 

agency’s response to all of the peer reviewers’ req uest 

also have to be posted.  Is that more or less corre ct?  If 

so, I am asking whether OIRA believes that it shoul d be 

itself subject to that same kind of peer review, th at it is 

mandating on all of the other agencies for certain kinds of 

activities in which OIRA may engage. 

PROF. DUDLEY:  I don’t speak for OIRA, because I 

am now actually a professor at George Washington 

University.  I don’t think OIRA engages in that typ e of 

activity, would be my short answer.  Actually, the next 

person at the mic has more recently been at OIRA an d might 

be willing to. 

PROF. MORRISON:  I think, David, the peer review 

rules or guidelines are an outgrowth of the data qu ality 
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act.  I don’t think they are required by the data q uality 

act itself.  OMB has specified in much broader term s, that 

is in much more flexible terms than they had origin ally 

done, what the requirements are for agencies when t hey are 

doing regulations.   

MR. FITZPATRICK:  Obviously, I am a two-time 

veteran of OIRA, so my perspective and agenda and b iases 

are well known.  I just wanted to speak to the ques tion of 

OIRA in science, because I think it is a very impor tant 

one, and to give some recent perspective. 

First of all, I do agree with Susan.  I think so 

much of this conversation tends to fundamentally 

misunderstand the nature of the OIRA process.  OIRA  runs an 

interagency review process.  It has its own views, but it 

includes all of the other agencies and White House offices 

who have a view on a regulation.   

Were OIRA not to exist, I can assure you that 

there would be a similar process that would be cons tructed.  

It would be far less transparent.  There is no way any 

president is not going to exert some form of oversi ght over 

the agency, so that is the first point. 

The second is, I think the question of science 

versus science policy versus policy is a very impor tant 

one.  In my experience in two administrations, I ne ver once 
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saw an instance in which anyone from OIRA or a Whit e House 

office or another agency asked an issuing agency to  change 

the underlying science upon which it was relying. 

I saw discussions, and robust ones, which I think 

happen in the scientific community all the time, ab out 

which questions were the peer review panel charged with.  

How did the agency respond to the peer review comme nts?  

Which studies were not considered, et cetera.  Thos e strike 

me as legitimate questions to ask, because policy 

decisions, usually with some real discretion, are b eing 

made based on the science. 

Let me add just a couple of other quick points.  

One, science is but one empirically-based input int o a 

policy decision.  There is also economics, there ar e also 

technical documents, there are the social sciences.   I 

think we all need to understand that science is not  the 

only input into policy, and all of these things, wh ether 

the economics or the technical basis for regulation , are 

examined during a review process. 

Finally, just to the point on IRIS, and I can 

only speak to the IRIS process in the Obama adminis tration.  

I helped EPA redesign the IRIS process from that wh ich was 

used in the prior administration.  It is my underst anding, 

I think it is confirmed here, that any input by OIR A into 
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that process, in steps three and six of the IRIS pr ocess, 

including prior to peer review, is transparent.  It  is made 

publically available, just as the public comments a re. 

It is a fully transparent process.  OIRA, CEQ and 

OSTP, along with other agencies, participate.  I ca n assure 

that nobody other than the OIRA scientists really 

participate in the OIRA process.  When I was there,  Cass 

Sunstein and I had no involvement because we have t his much 

expertise in the IRIS process.  

PROF. DUDLEY:  My only role was calling over to 

EPA to say, please, please move these OIRA assessme nts 

along.  Please, they have been delayed too long. 

PROF. MORRISON:  Any other comments? 

DR. GRIFO:  Where do I begin?  I mean, I think 

there are examples out there, and we have had this 

conversation before, Michael and I.  I think what i s 

important is to recognize that there is a whole pro cess 

before the official process begins.  A lot can happ en in 

that process.  Agencies perceive, maybe we could qu ibble 

and disagree over this, about that interagency revi ew 

process before it becomes the official interagency review 

process. 

I think it is hard.  It is a very difficult 

process, it is a very difficult set of questions th at we 
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are trying to address here.  I do think that in the  end, 

having that clarity about science versus policy, ha ving 

that clarity about what are the questions that we a re going 

to ask, having the clarity about what are the studi es, all 

of these things will help to open it up and make it  more 

difficult for the process to be manipulated. 

Does that mean that really badly intentioned 

people, and I am not talking about anybody in this room, I 

am just talking out there, won’t continue to seek w ays of 

manipulating and changing this process, they will.  They 

will because there is a profit motive incentive in many 

cases for them to do that.   

I think that is why we have to continually pose 

these questions, so that we do end up with the most  robust 

process that we can have. 

PROF. MORRISON:  Even if we don’t use the word 

manipulate, we could talk about honest disagreement s and 

different agreements about policy.  One of the ques tions 

that Michael’s point raised, he said we asked what studies 

you could considered and we asked a couple of other  

questions.  It seemed to me that they were getting very 

close to the science side of the line.  At least th ere is a 

perception, it may be wrong, but it is a perception  that 

OMB, in fact, does question science, and the questi oning of 
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the science affects their judgment as to what they want to 

proceed with. 

DR. WOODRUFF:  I think it is great that one of 

the things that has been discussed all day, and was  raised 

again by the last speaker, is this issue about tryi ng to be 

more clear about what is science and the judgments in the 

science, versus all the other parts of the decision -making 

process.  I do think that, even though we talk abou t this 

among ourselves all the time, the more that you put  out, 

that science is not a substitute for decisions, in terms of 

whatever the values and the economics and all those  things 

which are, as every speaker has said, is legitimate  parts 

of the decision-making process is good to continue to 

discuss in public and in these documents. 

I think this idea about this discussion about 

OIRA could be better supported with actual data, as  Paul 

was talking about.  Let’s empirically test this sit uation 

in terms of — 

PROF. MORRISON:  Both of you say a word about the 

kind of things that you would regard as data.  As I  said in 

other forms, the plural of anecdote is not data. 

DR. LOCKE:  He is asking us to write an RFP. 

DR. WOODRUFF:  I know, exactly. 
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PROF. MORRISON:  Tell me what kind of data you 

are looking for. 

DR. LOCKE:  I have to admit that I am prepared 

for that question for two reasons.  First, it is no t an 

area that I have given any previous thought to.  Tw o, I 

think there are a lot of different ways you could a pproach 

this.  One way you might approach this is a case st udy 

approach. 

Hindsight, of course, is always 20/20, but you 

might pick some key areas where you talk to the 

stakeholders and there is a legitimate disagreement .  Some 

people feel, well, this was a case where science wa s 

impinged upon by OIRA.  Other people feel absolutel y not, 

or OIRA did just what they were supposed to.  Then,  collect 

the data that would allow you to examine that.  A c ase 

study analysis might be one way. 

There might be other ones that are more 

informative or give you a different slant, using da ta, 

numbers of situations where OIRA was involved.  Bey ond 

that, and I am not being overly articulate, I don’t  have 

any great ideas or perfect ideas as to how to study  this.  

I do know that you can, as we discussed today, desi gn a 

methodology to study these things and to shed some light on 

it. 
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PROF. MORRISON:  This is actually very helpful.  

One of the things that we hope to get out of this w as some 

ideas for additional studies by either ACUS or by s omebody 

else. 

PROF. DUDLEY:  Back to ACUS, that is really not 

within the scope of what ACUS asked for in this par ticular 

project.  I think had it been the scope, maybe some thing 

like that would have been a better approach.  You p robably 

wouldn’t have done it by interviewing EPA staff to see if 

they liked when OIRA reviewed their decisions.  Pro bably 

not the way you would try to get at that problem. 

PROF. MORRISON:  The opportunity to get all of 

these scientists together in a room for ACUS, it ha s got to 

be something very (off mic). 

PROF. DUDLEY:  There are a lot of non-scientists 

in the room, too.  I think we should be aware of th at. 

DR. LOUIS:  Somewhat data, but maybe it is also 

just process.  I don’t know and I really don’t know  how 

much of the things that OIRA asks for and questions  are a 

result of inadequate documentation of the process a nd 

decisions by the agency, and how much is what might  be 

called meddling. 

I think if we were to take some case studies 

where there was excellent documentation, and maybe even a 
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moot court, if you would like, for peer review of h ere, I 

am playing OIRA and here are the things I want to k now 

about, to make sure that those are documented befor e it is 

submitted.  We would actually be able to get a bett er idea 

of how much is simply what I would call very approp riate 

trying to understand how the decision process went,  in 

terms of studies being included and whether it was low-dose 

linear or super linear or so on and so forth, and h ow much 

might be thought of as meddling or something like t hat.  I 

think we can get some historic data in that and may be also 

see what happens as the documentation process impro ves. 

DR. MICHAELS:  I don’t know, this may be heresy, 

but having been involved and looking at this from t he 

outside and the number of these really what are int eragency 

discussions, not merely OIRA.  We have these discus sions 

where a lot of agencies have various interests, som e of 

whom we regulate and some of whom have similar regu lations, 

then they are concerned about our regulations.   

This would be a particularly difficult study to 

do, given the deliberate process.  I am not sure it  would 

be very useful, frankly.  I think there are lots of  things 

we could do to improve the quality of the data that  

agencies get, and improve the agency process.  Tryi ng to 

pick all of this apart, I think frankly it is a dea d-end. 
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PROF. MORRISON:  We have disagreement about the 

applicability of the scientific method to studying this 

question. 

MR. GLUCK:  There is a lot of talk about creating 

standards, especially in the interagency process.  I think 

there needs to be a step back, because what are the  

definitions of terminology.  Some of the questionna ires, 

even some of the moderators, have been asking what do you 

mean by this and this.  If you ask an economist, if  you ask 

a scientist what they mean by safety, I am sure som eone 

from the FDA will give you something far different than 

someone from the EPA. 

Dr. Michaels brought up the legal standpoint of 

creating regulation is that you are getting sued fo r 

various industry or individuals.  What a scientist may say 

is safe will have to translate into what it means i n a 

legal sense of safety.  I just don’t see that discu ssion of 

merging definitions, so everyone gets a clear under standing 

of when they have a standard, what everyone means b y that 

standard. 

DR. MICHAELS:  If I could just add to that, you 

raised an interesting point because when we write o ur 

standards and we go through the scientific literatu re, we 

are actually not writing it for the scientific comm unity, 
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we are writing it for judges.  We know we are going  to be 

sued and we know that things will be interpreted ce rtain 

ways and pulled apart. In fact, scientists will rea d it and 

say, why did you go through this detail, or isn’t t hat 

obvious, why did you even do that?  We are worried,  of 

course, so that is why we create these 2000-page pr eambles.  

If you were a scientist writing literature reviews,  you 

would never do it that way.  That is a very importa nt 

point. 

MR. GLUCK:  I guess to go off of what you just 

said, the problem is also in the legal sphere of th ings, 

most science that is used in the court is based off  of the 

Daubert scale.  Based off of that scale, there is r eally no 

clear definition of what is common practice in scie nce and 

things like that.  Even if you create an opinion fo r a 

judge, he may choose to reject it based off of some  other. 

DR. MICHAELS:  Fortunately, the judges who 

consider regulatory issues don’t consider the Daube rt rule.  

Is Barbara Rothstein still here?  Barbara, who was the head 

of the Federal Judicial Counsel, I guess she has le ft, she 

has thought about this a lot.  We don’t have to dea l with 

that, that is one of the few sort of impediments. 

PROF. MORRISON:  David is not a lawyer, but he is 

right.  Daubert does not apply to the administrativ e 
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process, it applies to adjudication in court.  That  is at 

least one problem that we don’t have to worry about . 

DR. PASQUAL:  The first thing is dismal, as 

though they may be, I would like to speak on behalf  of my 

economists friends, who insist that they are indeed  

scientists.  I would say that it is reasonable for me to 

expect transparency in their methods, the same leve l of 

transparency as I would expect from physical scient ists.   

The second thing, I have only heard data spoken 

about writ large, not so much data about this study , but in 

Dr. Lewis’ response as a necessary corollary to 

implementing the FDA Act of 2007.  I forget Wendy, whether 

you talked about data, but in order to do the certa in type 

of meta-analysis and scientific integration that Tr acey 

talked about, to formalize a stopping rule using va lue of 

information as Joe suggested we might consider doin g.  That 

really has to rest on data infrastructure.   

I know that Dr. Gilman tried to do that when he 

headed up the research and development office at th e EPA.  

It seems to be such a hard issue to find traction.  I think 

decision makers within agencies don’t see the downs tream 

consequences of tending to data infrastructure.  Ha ving a 

placeholder of the importance of data infrastructur e writ 

large, I think, is really useful in the report. 
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DR. ZECKHAUSER:  I would just like to disagree 

strongly with one comment.  As an economist, I have  never 

heard my colleagues think of themselves as scientis ts.  We 

have very few of the advantages that scientists hav e.  We 

can’t run randomized controlled experiments.  Frequ ently, 

we have one observation, rather than dozens or thou sands.  

I think that we have a lot of science envy.  I don’ t think 

of ourselves as scientists. 

DR. LOUIS:  But you’re useful. 

PROF. MORRISON:  The panel need not comment on 

the utility of economists.  If the panel has other comments 

our time is just about up.  I wanted to be sure if anybody 

has got anything else that they want to say about a nything 

else that was said or unsaid today, speak now or fo rever we 

will call it an adjournment for the day.  Thank you  very 

much and we stand adjourned. 

(Adjourn at 5:00 p.m.) 

  

 

 


